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A B S T R A C T   

Previous studies mainly focused on the influences of climate change on wildfires. However, other 
types of fires are also weather-related (especially temperature-related). The present study is 
aimed to analyze the influences of climate warming on fire risk. By data joining and processing, a 
dataset was born which includes 20,622 fire incidents and the related weather data from 2011 to 
2017 in Changsha, China. Predictive models of fire frequency were established based on different 
regression methods of machine learning (random forest, support vector machine and polynomial). 
Among them, random forest regression models had the best fitting performance, and were 
selected to predict the fire frequency under climate warming scenarios. Under the current 
warming rate in Changsha, the annual fire frequency in 2067 (50 years after 2017) will increase 
by 0.69% to 0.89%. By rebuilding predictive models for other cities based on the proposed 
methods in this study, the influences of climate warming on their fire frequencies can also be 
analyzed.   

1. Introduction 

Fires affect the safety and sustainability of cities and societies (Bowman et al., 2009; Mhawej et al., 2017; McNamee et al., 2019; Liu 
et al., 2020). The seasonal variation characteristics of fire occurrence have been shown in previous studies (Li et al., 2014; Wang et al., 
2015). According to reports from the Fire Department of China, a total of 346,701 fires occurred in 2015, of which 41,577 occurred in 
cold February, compared with only 21,070 in cool September (Fire Department of Ministry of Public Security, 2017). In China, it seems 
that fires can occur more easily in cold seasons (especially in January and February) (Li et al., 2014; Liu et al., 2019a). Therefore, it is 
necessary to deeply analyze how temperature affects the fire frequency. Global warming is definitely occurring, which also has a 
significant impact on China (Shi et al., 2018; Zhang and Ma, 2019; Kay, 2020). Therefore, it is necessary to study how fire frequency 
will change in the background of global warming. 

In previous studies, many efforts focused on the relationship between fire occurrence and weather conditions (especially tem
perature), and most of them were related to wildfires. In Great Britain, fires about electric and space heating increased in severe cold 
weather (Chandler, 1982). According to the monthly fire data from 1997 to 2006 in Beijing, the relationship between urban fires and 
meteorological factors such as rainfall, temperature, relative humidity, and wind speed was studied (Huang and Liu, 2008). The 
massive electricity consumption during winter led to the increase of fire occurrences in Lærdalsøyri, Norway (Log, 2016). That extreme 
hot weather could increase fire occurrences in SE France (Fox et al., 2018). Study on the fire risk increase caused by climate change is 
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becoming more and more popular. As the climate changes, the frequency of extreme hot weather and extreme cold weather may 
increase, which will lead to an increase in the number of fires (Goodess, 2013). Through investigating the changes in fire weather from 
1959 to 2015, ongoing climate changes led to an increase of fire weather danger in the French Alps (Dupire et al., 2017). Garbolino 
et al. (2016) thought forest fire risk would increase within 2100 in Corsica because of climate change. Global warming reduces air 
humidity, which makes California more prone to forest fires. In essence, global warming led to the big wildfires in Australia (Yu et al., 
2020). Under warming of 2.0 ◦C, the fire danger of summer is estimated to triple in France (Fargeon et al., 2020). However, to the best 
of our knowledge, few studies have focused on the relationship between non-wildfire fire risk and temperature. Moreover, few studies 
have analyzed the impact of global warming on other types of fire (e.g. structural fire and vehicle fire). 

Machine learning has been widely used for classification, regression, and clustering in various fields, such as predictive analysis, 
computer vision, and risk analysis (Madaio et al., 2016; Liu et al., 2019a; D’Amico et al., 2019; Li and Zhao, 2020). Common machine 
learning algorithms include generalized linear models, support vector machines (SVM), random forests, neural network, etc. (Raschka 
and Mirjalili, 2017). Moreover, different machine learning algorithms have been applied in studies on the influence of weather factors 
on fire occurrence. Maxent (a statistical software embedded with machine learning algorithm) was used to analyze the influence of 
climate on structure loss under fire in California (Syphard et al., 2019). Random forest was used for predicting fire severity based on 
weather, topography and fuel conditions in southwestern Oregon, and it was found the main predictor was weather (Zald and Dunn, 
2018). SVM algorithm was used to predict the area with high forest fire risk based on different weather conditions (relative humidity, 
temperature, precipitation, etc.) (Rajagopal et al., 2018). In addition, random forest and SVM were applied to develop a forest fire 
susceptibility map for Dayu, which is a county in China (Hong et al., 2018). Therefore, the relationship between temperature and fire 
frequency can be analyzed based on machine learning methods. However, non-wildfire fire frequency was rarely analyzed and pre
dicted based on machine learning methods (Liu et al., 2019a). 

This present study is aimed to propose methods for analyzing the influences of global warming on fire frequency (except wildfires). 
We gathered a dataset including 20,622 fires during 2011–2017 from the fire department of Changsha City. Then, temperature-based 
predictive models were built based on different machine learning regression methods (polynomial regression, random forest regres
sion, and SVM regression) in Python. Based on the predictive models with better performance, the influences of climate warming on 
fire frequency were analyzed. 

2. Data processing and data mining 

2.1. Study area 

Changsha City is the economic, cultural, and political center of Hunan Province in South China, and it has an area of 11,816 km2 

and consists of nine districts (or counties) including Yuelu, Wangcheng, Changsha County and Tianxin, etc, as shown in Fig. 1. The 
central urban area of Changsha City mainly includes five districts: Yuelu, Kaifu, Furong, Yuhua, and Tianxin. In addition, Changsha has 
a subtropical monsoon climate, which is hot in summer and cold in winter. In 2017, the annual average temperature of Changsha was 
18.4 ◦C, the extreme maximum temperature was 39.9 ◦C, the extreme minimum temperature was − 2.4 ◦C, the rainfall was 1,632.5 
mm, and the total sunshine hours were 1,494.5 h (Changsha Bureau of Statistics, 2019). Its total resident was 7.92 million, and its 
urban resident population was 6.14 million in 2017. The gross domestic product of Changsha reached about 1.05 trillion yuan in 2017. 

The weather dataset was built based on historical meteorological data including wind force, precipitation, daily maximum tem
perature, daily minimum temperature, and other weather features of 2,557 days from 2011 to 2017. 

The fire incident dataset includes all kinds of fires (except wildfires) that occurred in Changsha City from 2011 to 2017. The fire 

Fig. 1. Administrative division map of Changsha City.  
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incident dataset contains the information of the time, location, fire cause, civilian deaths, civilian injuries, property loss of 20,622 fires. 
With the transformed sigmoid risk model based on the heat map method (a kernel density clustering algorithm), fire incidents were 
visualized (see Fig. 2) (Liu et al., 2019b). It can be seen from Fig. 1 and Fig. 2 that the high-density fire risks are mainly distributed in 
the central urban area, and the medium-density and low-density fire risks are mainly distributed around the urban area. In addition, 
due to the lack of wildfire data, there is almost no fire risk distribution in mountainous areas. 

2.2. Data joining and processing 

Both the fire incident dataset and the weather dataset were based on time series, and a new dataset was born by integrating fire 
incidents and weather datasets based on date as shown in Fig. 3. The new joined dataset contains every day’s fire frequency (F), the 
daily minimum temperature (Tmin), and the daily maximum temperature (Tmax). F had a maximum value of 86 and a minimum value of 
0 from 2011-01-01 to 2017-12-31 (see Table 1). Tmin had a minimum value of − 5 ◦C, but the maximum value of Tmax was 40 ◦C. 

The sum number of days (Dsum) from 2011-01-01 to 2017-12-31 at different temperatures were calculated by mining the new joined 
dataset. Similarly, the sum of fire frequency (Fsum) at different temperatures of Tmax and Tmin were obtained. The mean of daily fire 
frequency (Fmean) equals Fsum divided Dsum (see Eq. (1)). 

Fmean = Fsum/Dsum (1)  

2.3. Data mining and feature selection 

The number of fires, average Tmax (ATmax) and average Tmin (ATmin) in different months were obtained based on data mining (see 
Table 2). January had the largest number of fires, with the lowest ATmax as shown in Table 2. July was the hottest month, with 2,046 
fires accounting for 9.92% of the total, which owns the second largest number of fires. However, May had moderate temperatures 
accompanying the least number of fires. The number of fires in winter (including December, January, and February) was the largest, 
with 6,544, accounting for 31.73%. The number of fires in summer (including June, July, and August) was the second largest, with 
5,415, accounting for 26.26%. It can be inferred that fires are more likely to occur in cold and hot seasons, and temperature can affect 
fire frequency. 

In addition, the fire statistics of different fire causes were shown in Table 3. The number of electrical fires was the largest, with 
9,860, accounting for 47.81%. Certainly, the leading cause of fires was about electric. Careless use was the second leading cause of 
fires, and there were 3,873 unclassified fires. As the main and leading cause, it seemed that electrical fires are closely related to the 
occurrence of fire. In winter, more electricity is consumed for heating, drying, boiling and so on. In rural areas, firewood, charcoal, and 
coal are also used for heating. If they are used carelessly, fires can be led easily. In summer, a lot of electricity is consumed for cooling, 
ventilation and so on. Moreover, electrical equipment is more prone to aging or damage at high temperatures. But at other comfortable 
temperatures, the high-power electrical equipment (electric water heater, air conditioner, electric heater, and electric fan) would be 
rarely used. In this study, daily fire frequency and daily temperatures (Tmax and Tmin) were selected as the principal components in this 
study. 

For pre-analysis, Tmax and Tmin were divided into seven ranges, respectively. Fsum, Dsum and Fmean were calculated and obtained 
based on different Tmax and Tmin ranges (see Table 4 and Table 5). Whether based on Tmax or Tmin, the values of Fmean were maximum in 
the lowest temperature range. The minimum value of Fmean was distributed in 20 ◦C < Tmin, Tmax ≤ 25 ◦C rather than the highest 
temperature. It indicated that there is a nonlinear relationship between Fmean and daily temperatures (Tmax and Tmin). 

Fig. 2. Heat map visualization of fire incidents.  
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3. Model selection and evaluation 

3.1. Model selection 

The regression models of machine learning can be divided into linear regression and nonlinear regression models (Friedman et al., 
2010). In general, linear regression models include ridge regression, selection operator (Lasso) regression, least absolute shrinkage, 
ordinary least squares, etc. As for nonlinear models, polynomial regression, random forest, SVM, neural network and so on can fit well. 
Because of the nonlinear relationship between Fmean and daily temperatures (Tmax and Tmin), random forest, SVM and polynomial 

Fig. 3. Data joining based on date.  

Table 1 
Data characteristics of new joined dataset.   

Date Range F Tmax Tmin 

Maximum Value 2017–12-31 86 40 ◦C 31 ◦C 
Minimum Value 2011–01-01 0 0 ◦C − 5 ◦C  

Table 2 
Number of fires, ATmax and ATmin in different months.  

Month Number of Fires Ratio (%) ATmax ATmin 

January 2,786  13.51% 11.21 ◦C 4.31 ◦C 
February 1,943  9.42% 11.34 ◦C 4.87 ◦C 
March 1,574  7.63% 17.07 ◦C 9.87 ◦C 
April 1,333  6.46% 22.93 ◦C 15.25 ◦C 
May 1,299  6.30% 27.17 ◦C 19.70 ◦C 
June 1,491  7.23% 31.03 ◦C 24.37 ◦C 
July 2,046  9.92% 34.70 ◦C 27.47 ◦C 
August 1,878  9.11% 33.90 ◦C 26.72 ◦C 
September 1,479  7.17% 29.04 ◦C 21.74 ◦C 
October 1,631  7.91% 24.98 ◦C 16.53 ◦C 
November 1,347  6.53% 16.56 ◦C 10.39 ◦C 
December 1,815  8.80% 11.32 ◦C 4.06 ◦C  

Table 3 
Number of fires with different fire causes.  

Fire Cause Number of Fires Ratio (%) 

Electric 9,860  47.81% 
Careless Use 4,210  20.42% 
Cigarette 1,365  6.62% 
Self-ignition 600  2.91% 
Machinery 550  2.67% 
Intentional 137  0.66% 
Thunder 27  0.13% 
Unclassified 3,873  18.78%  
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regression were selected as the regression models. 
Random forest algorithm is a machine learning ensemble method based on randomized decision trees (Breiman, 2001). When 

employing regression with decision trees, the mean squared error (MSE) is used as regression criteria instead of maximum information 
gain as Eq. (2). In Eq. (2), Nt represents the number of training samples in node t, Dt represents a subset of training samples of node t, y(i) 

represents the true target value, and ŷt represents the predicted target value. Bootstrap sampling method and majority voting system 
are applied to random forest models. Therefore, the predicted value accuracy is mainly determined by the number of decision trees in 
the forest. In this study, the number of decision trees was 30. 

I(t) = MSE(t) =
1
N

∑

i∈Dt

(

y(i) − ŷt

)2

(2) 

Hyper-planes are constructed by SVM in a high dimensional space, which can be used for regression, classification, and other tasks 
(Burges, 1998). SVM maps low-dimensional space to high-dimensional space through kernel function, which includes linear, poly
nomial, sigmoid and radial basis function (RBF). Among them, RBF kernel can be expressed as Eq. (3), and was used for support vector 
machine models in this study. 

k
(
x(i), x(j)

)
= exp

(

−
‖x(i) − x(j)‖2

2σ2

)

(3) 

Polynomial regression can be thought of as extending linear models with basic functions. The formula of multiple linear regression 
is expressed as Eq. (4). By modeling Y as the nth degree polynomial and assuming x1

i = x1,x2
i = x2,x3

i = x3…,xp
i = xp, the polynomial 

regression model is yield as Eq. (5) (Coelho and Neto, 2017). If the value of n is too large, it may result in overfitting; if it is too small, it 
may result in underfitting. The degree of the polynomial features was 4 in polynomial models in this study. 

Y = b0 + b1x1 + b2x2 +⋯…+ bpxp + ε, ε ∼ N
(
0, σ2) (4)  

Yi = b0x0
i + b1x1

i + b2x2
i +⋯…+ bpxp

i + ε (i = 1, 2,…n), ε ∼ N
(
0, σ2) (5) 

The scikit-learn package integrates many algorithms related to data preprocessing, regression, classification, model selection and 
dimensionality reduction, and it is a Python module of machine learning and data mining (Pedregosa et al., 2011). By employing the 
scikit-learn package, the daily minimum temperature and the daily maximum temperature were selected as independent variables to 
establish regression models (polynomial, random forest, SVM). Different modules in scikit-learn were used for different regression 
models, ‘RandomForestRegressor’ module for random forest, ‘SVR’ module for SVM, and ‘PolynomialFeatures’ and ‘LinearRegression’ 
modules for polynomial. 

3.2. Model performance evaluation 

The better predictive models should be selected by evaluating the performances of different models. The sum of squared errors can 
be expressed as SSE. MSE is the average of SSE, and is always used as the main index for evaluating regression and fitting performance. 
The value of MSE can be calculated as Eq. (6). In Eq. (6), yi represents the vector of observed values of the variable being predicted, and 

Table 4 
Fsum, Dsum and Fmean in different Tmax ranges.  

Tmax Range (◦C) Fsum Dsum Fmean 

≤5 1,023 94  10.88 
(5, 10] 2,349 285  8.24 
(10, 15] 3,031 359  8.44 
(15, 20] 2,874 352  8.16 
(20, 25] 2,526 389  6.49 
(25, 30] 3,657 511  7.16 
＞30 5,162 567  9.10  

Table 5 
Fsum, Dsum and Fmean in different Tmin ranges.  

Tmin Range (◦C) Fsum Dsum Fmean 

≤0 983 79  12.44 
(0, 5] 3,584 388  9.24 
(5, 10] 3,288 390  8.43 
(10, 15] 2,784 388  7.18 
(15, 20] 3,050 448  6.81 
(20, 25] 3,442 507  6.79 
>25 3,491 357  9.78  
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ŷt represents the vector of n predictions generated from a sample of n data points on all variables. The smaller the MSE, the better the 
fitting performance. 

MSE =
1
n

SSE =
1
n

∑n

i=1

(

yi − ŷi

)2

(6) 

The correlation coefficient (R2) is a standardized version of MSE. The fitting performance can be evaluated with R2 more efficiently. 
In other words, R2 is the proportion of the variance in the dependent variable that is predictable from the independent variable(s). In 
essence, R2 can also be calculated with SSE and the sum of squares of total residuals (SST) (see Eq. (7)). If the value of MSE is 0, the 
value of R2 will be 1. The closer R2 is to 1, the more accurate the model is. 

R2 = 1 −

∑n

i=1

(

yi − ŷi

)2

∑n

i=1

(
yi − μy

)2 = 1 −
SSE
SST

(7) 

In this study, R2 and MSE were used as the principal factors to evaluate each model’s fitting performance. In scikit-learn, R2 can be 
calculated with “r2_score” module, and MSE can be calculated with “r2_score” module. 

4. Results and discussion 

4.1. Regression visualization 

With the 2D plotting Python library-matplotlib, regression results based on polynomial, random forest, and SVM were visualized 
(see Figs. 4–6) (Nelli, 2018). All regression curves are U-shaped. All regression models can fit well based on either Tmax or Tmin. But, 
more of the original points deviate from the SVM regression curve, indicating that the predicting performance of SVM regression model 
was not as well as the other two. 

As can be seen from Figs. 4–6, the temperature has a significant effect on the fire frequency. The lowest values of Fmean are 
distributed in 20 ◦C < Tmin, Tmax ≤ 25 ◦C. The influence of temperature on fire frequency depends on many factors. 

Previous studies have also shown that electricity consumption increases with temperature decreasing in cold weather with tem
peratures below 7 ◦C, while that increases with temperature increasing in hot weather with temperatures above 25 ◦C (Li et al., 2019). 
The number of electrical fires was the largest in Changsha City. When in 20 ◦C < Tmin, Tmax ≤ 25 ◦C, high-power electrical equipment 
(electric water heater, air conditioner, electric heater, and electric fan) was used less frequently. Therefore, it could be inferred that 
temperature mainly affects electricity consumption and then fire occurrence. In addition, a more energy-efficient heating and cooling 
policy should be developed to reduce the electrical fire frequency. The influence of temperature on fire frequency may decrease with 
the renewal of high-power electrical equipment and wires in the future. However, with the improvement of people’s living standards, 
the per capita power consumption will increase, which will increase the influence of temperature on fire frequency. 

In cold weather, some residents in rural areas use firewood, charcoal, and coal for heating, and it will lead fires with careless use. In 
recent years, China has formulated very strict environmental protection policies, and the use of coal and charcoal in rural areas is 
becoming less and less. This may reduce the number of fires caused by careless use in winter. 

In China, the number of electric bicycles exceeds 250 million and is increasing year by year (Fire and Rescue Department of 
Ministry of Emergency Management, 2020). There are also a large number of electric bicycles in Changsha. In hot weather, the 
phenomenon of battery thermal runaway is more likely to occur, causing fires to occur more easily when electric bicycles are being 
charged (Ying et al., 2017; Mao et al., 2020). The probability of vehicle fire in hot weather is also much higher than that in cold weather 

Fig. 4. Random forest regressions for (a) Tmax and (b) Tmin.  
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(Zhang et al., 2019). With the increase of the number of vehicles (including electric vehicles) and electric bicycles, this may further 
increase the fire frequency in summer. 

In summary, there are many factors and mechanisms that determine the influence of temperature on fire frequency. It is very 
important to find more influencing factors and mechanisms with more detailed data in further research. 

4.2. Model performance 

MSE and R2 of different regression models were calculated as shown in Table 6. Random forest regression models show the best 
fitting performance, polynomial regression models come second, and SVM regression models have the worst fitting performance. Both 
random forest and polynomial regression models based on Tmin had better performance than those based on Tmax. However, SVM 
regression models based on Tmin had the worse fitting performance than these based on Tmax. The close correlation between tem
perature and fire occurrence was demonstrated in these models (especially in random forest and polynomial models). 

Polynomial regression models based on Tmax and Tmin can be formulated as Eqs. (8) and (9), respectively. With these formulas, 
predictive models can be well understood by firefighters and decisionmakers. The predictive models of Eqs. (8) and (9) were estab
lished based on fire data and meteorological data of Changsha City from 2011 to 2017. Therefore, they can only be applied in Changsha 
City. But similar predictive models can be established for other cities based on the methods of this study. 

Fmean = 13.4821 − 1.3336Tmax + 0.1272T2
max − 0.0053T3

max + 0.0001T4
max (8)  

Fmean = 11.4132 − 1.0305Tmin + 0.1270T2
min − 0.0073T3

min + 0.0001T4
min (9) 

However, random forest regression models have the best performance. Therefore, we selected random forest regression models to 
predict fire frequency in Changsha under global warming scenarios. 

Fig. 5. SVM regressions for (a) Tmax and (b) Tmin.  

Fig. 6. Polynomial regressions for (a) Tmax and (b) Tmin.  
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4.3. Predictive analysis under climate warming scenarios 

According to the Paris Agreement, the global warming after industrialization should be less than 2.5 ◦C, and strive to keep within 
1.5 ◦C (Gao, 2016). The latest research of the Intergovernmental Panel on Climate Change shows that global warming should be 
controlled within 1.5 ◦C to avoid the serious impact of climate change (Allen et al., 2018). Global warming has also had a significant 
impact on China. In the past 60 years, the long-term trend of daily average temperature in China has been rising uniformly, especially 
in winter and spring in the northern region (Qi et al., 2019). Due to the lack of meteorological data of Changsha before industriali
zation, the annual fire frequencies under warming of 1.5 ◦C and 2.0 ◦C cannot be analyzed in this study. In the past 50 years, the daily 
average temperature of Changsha has also risen, and Tmax and Tmin have different rising rates in different seasons (Luo and Yu, 2017). 
The rising rates of Tmax in spring, summer, autumn, and winter are 0.37 ◦C⋅10a− 1, 0.01 ◦C⋅10a− 1, 0.22 ◦C⋅10a− 1, and 0.31℃⋅10a− 1, 
respectively. The rising rates of Tmin are 0.31 ◦C⋅10a− 1, 0.15 ◦C⋅10a− 1, 0.22 ◦C⋅10a− 1, and 0.31 ◦C⋅10a− 1, respectively (Luo and Yu, 
2017). 

Random forest regression models were established based on the fire incidents from 2011 to 2017. Based on Table 2, ATmax and 
ATmin in different months of 2067 (50 years later) can be estimated (see Table 7 and Table 8). Using random forest regression models, 
Fmean in different months of 2067 can be predicted as shown in Table 7 and Table 8. Fsum in different months can be calculated by 
multiplying Fmean by days of the corresponding month. According to the current warming rate in Changsha, the annual fire frequency in 
2067 will be 0.69% to 0.89% higher than that in 2011–2017. 

Overall, global warming will lead to an increased probability of fires in Changsha. In addition, due to urbanization, the population 
and the number of buildings in Changsha are increasing, which may further increase fire frequency. If the fire prevention technology is 
improved, and people’s awareness of fire prevention is also raised, it will help to reduce the impact of warming on fire frequency. In 
China and the world, there are many cities like Changsha. Therefore, global warming may pose severe challenges to future fire safety. 

5. Conclusions 

In this study, methods based on data mining and machine learning were used to analyze the influence of global warming on fire 
frequency (except wildfires). The fire incident dataset which includes 20,622 fires (with 0 wildfire) and the weather dataset in 
Changsha were gathered as case studies. A new dataset was born by joining the fire incident dataset and the weather dataset based on 
time series. Through data mining of the new dataset, the characteristics of temperature and fire frequency in different months were 
obtained. The results show that the number of fires in winter was the most, followed by that in summer. 

Different machine learning regression methods (random forest regression, SVM regression, and polynomial regression) were 
selected to establish fire frequency predictive models based on Tmax and Tmin. Among them, random forest regression models had the 
best fitting performance, and were selected to predict the fire frequency under climate warming scenarios. Under the current warming 
rate in Changsha, the annual fire frequency in 2067 (50 years after 2017) will increase by 0.69% to 0.89%. 

Table 6 
MSE and R2 of different regression models.  

Regression Models MSE R2 

Random forest (Tmax)  0.29  0.95 
Random forest (Tmin)  0.31  0.95 
SVM (Tmax)  2.62  0.51 
SVM (Tmin)  3.32  0.50 
Polynomial (Tmax)  0.71  0.87 
Polynomial (Tmin)  0.61  0.91  

Table 7 
Predictions of Fmean. and Fsum based on ATmax.  

Month 2011–2017 2067 

ATmax Fmean Fsum ATmax Fmean Fsum 

January 11.21 ◦C  8.10  251.05 11.96 ◦C  8.46  262.16 
February 11.34 ◦C  8.10  226.76 12.09 ◦C  8.55  239.28 
March 17.07 ◦C  8.48  262.86 18.92 ◦C  8.38  259.77 
April 22.93 ◦C  6.30  188.96 24.78 ◦C  6.70  200.91 
May 27.17 ◦C  7.12  220.70 29.02 ◦C  7.58  235.11 
June 31.03 ◦C  7.09  212.57 31.08 ◦C  7.09  212.57 
July 34.70 ◦C  9.13  283.14 34.75 ◦C  9.13  283.14 
August 33.90 ◦C  8.61  266.93 33.95 ◦C  8.61  266.93 
September 29.04 ◦C  7.58  227.52 30.14 ◦C  7.28  218.35 
October 24.98 ◦C  6.70  207.60 26.08 ◦C  6.89  213.66 
November 16.56 ◦C  8.68  260.27 17.66 ◦C  7.61  228.19 
December 11.32 ◦C  8.10  251.05 12.07 ◦C  8.55  264.91 
Sum    2,859.42    2,884.98  
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In general, warming will increase the fire probability in Changsha. By improving fire prevention technology and raising people’s 
awareness of fire safety, the adverse effects of warming may be reduced. The influences of climate warming on the fire frequencies of 
other cities can also be analyzed by rebuilding predictive models based on the proposed methods in this study. 
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