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AN OVERVIEW OF STATISTICAL AND 
NEURAL-BASED LINE SEGMENTATION 
METHODS FOR OFFLINE HANDWRITING 
RECOGNITION TASK

The object of the research is the line segmentation task. To recognize the handwritten text from the documents in 
image format offline handwriting recognition technology is used. The text recognizer module accepts input as separate 
lines, so one of the important preprocessing steps is the detection and splitting of all handwritten text into distinct lines.

In this paper, the handwritten text line segmentation task, its requirements, problems, and challenges are exa-
mined. Two main approaches for this task that are used in modern recognition systems are reviewed. These ap-
proaches are statistical projection-based methods and neural-based methods. Multiple works and research papers 
for each type of approach are reviewed analyzing their strengths and weaknesses considering the described tasks, 
constraints, and input data peculiarities. Overall acquired results are formed in a single table for comparison. 

Based on the latest works that utilize deep neural networks the new possibilities of using these methods in 
recognition systems are described that were unavailable with traditional statistical segmentation approaches.

The constructive conclusions are made based on the review, describing the main pros and cons of these two ap-
proaches for the line segmentation task. These results can be further used for the correct selection of suitable methods 
in handwriting recognition systems to improve their performance and quality, and for further research in this area.
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1.  Introduction

In the modern era of the digitalized world, much of the 
information is preferably stored in a digital format. However, 
there are still a huge amount of documents that are stored 
as images of different papers, sheets, workbooks, official tasks, 
scratches, notebooks, blackboards, and even photos of adver-
tisements that contain text. With modern technologies like  
handwriting recognition, people can digitalize all such docu-
ments by getting readable and editable digital text.

«Online» and «Offline» are different subclasses of the 
Handwriting Recognition task. Online recognition uses the 
dynamic representation of input text as traces of pen or finger 
movements. Offline recognition operates with a static represen-
tation of the input document like an image that can contain 
text. Offline handwriting recognition is part of the Optical 
Character Recognition (OCR) technology. In this paper, let’s 
observe the segmentation methods for offline handwriting 
recognition task. However, most of the methods can also be 
applied to online handwriting by employing techniques for 
converting input data between modalities, for example [1].

The text segmentation stage represents a fundamental 
preprocessing step in the context of most handwriting recog-
nition systems. The segmentation task can include character 
segmentation [2], word segmentation [3], and line segmenta-

tion serving as the primary step when working with complex 
documents provided as input. The overall performance of  
a handwritten recognition system strongly relies on the results 
of the text line detection process. In the case that text line  
detection does not give good results, this will affect the 
accuracy of the word segmentation as well as the text re-
cognition procedure. Text line segmentation of handwritten 
documents is still one of the most complicated problems in 
developing a reliable OCR. The nature of handwriting makes 
the process of text line segmentation inherently challenging.

The goal of the line segmentation task is to partition 
handwritten text into segments, each containing an isolated 
and complete line with all its corresponding pixels. These 
line segments can be presented as bounding boxes, but there 
are cases where rectangles are not enough to separate two 
neighbor lines that could be intersected. So, polygons are 
another way to represent the segmented line regions. An exam-
ple of the segmentation task workflow is shown in Fig. 1.

The text line segmentation task itself is highly connected 
with the line detection task. If the first already assumes that 
the input image is a document that certainly contains some text, 
the second one covers many more use cases, such as finding the 
handwritten text of any forms, types, and locations on the image 
by splitting it into lines. Thereby, the line detection task raises 
the problem of defining how the text line should be presented. 
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In the literature, one can observe that text lines are defined 
either as their baseline [4], as their bounding box [5], as the set 
of pixels corresponding to their handwritten components [6], 
or as the area corresponding to the core of the text without 
parts of ascenders and descenders, also called X-Height [6].

There are plenty of line segmentation methods: projec-
tion-based, smearing, grouping, methods based on the Hough 
transform, and stochastic, together with methods based on 
Neural Networks (NN) that also resolve the text detection 
task. The aim of this research is to provide a review of 
existing approaches for the offline handwritten text line 
segmentation proposed by researchers, encompassing both 
projection-based and neural-based methods.

2.  Materials and Methods

Splitting lines of text presents a challenging task, espe-
cially in the case of multi-block documents, unaligned texts, 
lines with varying rotation angles, etc. Some systems can 
require that in addition to horizontally aligned text, vertical 
text should also be correctly segmented and recognized.

Documents containing handwritten text can often contain 
closely spaced lines when the lower strokes of one line can 
intersect with the other line below. In such cases, the output 
line regions may intersect with one another but should not 
contain any strokes from other lines. Furthermore, variations 
in writing styles, inconsistent line spacing, and the presence of 
noise, smudges, and other artifacts in handwritten documents 
can also hinder the accuracy of the segmentation process.  
Some of the examples are shown in Fig. 2.

A particularly challenging case is the text written in 
a single stroke, without any hand-up of the pen. In such cases, 
the boundaries between characters and words are not clearly 
defined, making it difficult to accurately segment the text.

The line splitting task is also applicable to other types 
of documents such as lists, formulas, and tables, each with 
its own specific requirements. For example, documents with 
formulas should be split into separate lines with individual 
formulas in each line, considering that a single formula can 
consist of multiple levels with frac elements [7].

Addressing the described challenges requires the de-
velopment of sophisticated algorithms that can accurately 
identify and segment the text while accounting for varia-
tions in handwriting styles and document layouts.
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Fig. 2. Examples of diverse challenges in handwriting segmentation task: 
a – strokes overlapping between lines; b – columns structure;  

c – rotated lines; d – non-linear text structure

3.  Results and Discussion

3.1.  Projection-based  approach. This approach is based 
on a common text structure that contains the static verti-
cal distance between text lines and space between words 
in a row. Such a method to separate lines and words is 
intuitive and is used by humans when one is reading any 
structured text.

Horizontal projection method. For the line segmentation 
task, the horizontal projection methods are used. To obtain 
the vertical projection profile it’s needed to sum pixel va-
lues along the horizontal axis for each y coordinate. From 
such a profile curve, the vertical gaps between the text lines 
can be determined. The profile curve is analyzed to find its 
extremums [8].

To divide the lines into individual regions, an intensity 
threshold is chosen based on maximum projection concentra-
tions: the more pixels are projected to the same axis point, 
the more probability to have a text line on this horizontal 
level [9]. This threshold has to be proportional to the average 
line length in the document. In the next step, a false line 
exclusion algorithm is applied. The lines with a height below 
a predetermined threshold are removed. The latter threshold 
value is proportional to the average height of the text lines 
in the whole document. Sometimes more than two thresholds 
are used to filter and postprocess the results of projection 
methods. All these thresholds can be determined heuristically or 
calculated based on document sizes. An example of successful  
usage of this method is shown in the Fig. 3.

 
Fig. 1. The basic workflow of the text segmentation task. Filtering and binarization are one of possible preprocessing steps before  
the segmentation process. The result of handwriting segmentation can be presented as bounding boxes of the segmented text lines
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This segmentation method is relatively fast, it also 
deals with variations in text sizes, structures, and distances 
between lines. But one of the problems is related to short 
text lines with a couple of words inside. Such lines give low 
peaks and then are discarded by the parameter threshold. 
So, it was proposed an updated projection-based algorithm 
based on the dynamic threshold that varies depending on 
the local maximums of the projection graph.

Dynamic threshold for projection method. A global-to-local 
strategy is used in this projection method improvement. The 
values of the projection profile are not normalized, so the 
main idea is to extract the globally significant peaks of the 
projection graph. The threshold won’t be constant in all ranges 
of arguments. A specific window is used to iterate through 
the projection graph to filter graph ranges calculating its own 
threshold value. Notably, that threshold dynamic calculation 
increases the algorithm’s overall complexity [10].

So, this variable threshold permits the determination of 
low-size lines and some overlapping peaks of the graph. But 
other problems with this approach remain. Very narrow text 
lines still may be omitted. Another serious problem is lines 
overlapping which is a common situation for handwriting texts. 
Such lines are indistinguishable for simple projection-based 
methods. A possible solution is to apply the partial projec-
tion method combined with other segmentation techniques.

3.2.  Neural-based  approach. For the text line detection 
problem, the works that use deep neural networks appeared not 
so far ago. One of the first proposals was the combination of 
a Multi-Dimensional Long-short Term Memory (MDLSTM)  
neural network combined with convolutional layers to predict 
a bounding box around the line, contributed in [5]. These 
methods give good results but are limited to horizontal 
lines, also such networks are pretty heavy to train. Also, by  
using this approach, the text detection task could be con-
sidered, it allows finding and segmenting handwritten or 
printed text in natural images with a complex background, 
different surfaces, and non-linear text forms.

Fully Convolutional Network method. The main idea is based 
on using the X-height representation for a text line, so every 

pixel of the document image has to be labeled as belonging 
to the text line or not. Therefore, the text detection problem 
can be viewed as a semantic segmentation problem where 
the Fully Convolutional Network is one of the most suitable 
solutions. An FCN is a convolutional neural network (CNN) 
whose dense layers have been removed, making it able to 
process images from variable sizes. Considering dense layers 
cannot keep the spatial information in the output, a fully 
convolutional network works as an encoder and decoder, 
where the encoder corresponds to the CNN without dense 
layers, and the decoder is an additional part that is used to 
build an output with the same resolution as the input [11].

The network architecture is shown in the Fig. 4. It uses  
a 7-layer architecture: the 2 first layers correspond to 
standard convolutions, with a dilation with value 1. Then 
two layers with dilation 2 and two layers with dilation 4.  
Those dilation rates are used to replace pooling layers, in 
order to keep the same receptive fields as after a 2×2 pooling 
layer. Finally, a last convolution layer is added for predic-
tion, with dilation 1 and filter size 1. The idea behind 
those dilations is the fact that text line detection does 
not require a large context to be efficient.

One more method based on FCN was proposed in [12]. 
Based on the NN model output the multi-oriented text line 
candidates are extracted from the output regions by taking 
the local information (MSER components) into account. 
False text line candidates are eliminated by the character 
centroid information. The character centroid information 
is provided by a separate smaller fully convolutional net-
work (named Character-Centroid FCN).

Authors of the [11] claim the results of FCN are better 
than methods based on steerable filters. Still, this method 
has limitations, one of which is much more inference time for 
method execution compared to statistical approaches. Also, 
it needs large datasets and much time for model training.

Convolutional model with Differentiable Binarization. 
The binarization post-processing is an essential step for 
the segmentation-based detection methods, which converts 
probability maps produced by segmentation models into 
lines bounding boxes and regions of text.

 
Fig. 3. Horizontal projections method for getting splitted line segments (from [10])

 
Fig. 4. Fully Convolutional Network model architecture used for text line detection and segmentation (from [11])
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The next study [13] suggests a combination of a simple 
network for semantic segmentation and the new module 
named Differentiable Binarization which performs the bi-
narization process inside a segmentation network. It allows  
acquiring the binarization map together with the text seg-
mentation map, therefore it significantly simplifies the post-
processing for the next recognition steps and speeds up the 
whole recognition process.

The model architecture and overall workflow of the pro-
posed method are shown in Fig. 5. Firstly, the input image 
is fed into a feature-pyramid backbone. The «pred» layer 
consists of a 3×3 convolutional operator and two deconvo-
lutional operators with stride 2. The «1/2», «1/4», ... and 
«1/32» indicate the scale ratio compared to the input image.  
Secondly, the pyramid features are up-sampled to the same 
scale and cascaded to produce feature F. Then, feature F is 
used to predict both the probability map (P) and the threshold 
map (T). After that, the approximate binary map (Bˆ) is 
calculated by P and F. In the training period, the supervision 
is applied to the probability map, the threshold map, and the 
approximate binary map, where the probability map and the 
approximate binary map share the same supervision. In the  
inference period, the bounding boxes can be obtained easily 
from the approximate binary map or the probability map 
by a box formulation module [13].

A basic post-processing pipeline is used to get the text 
segmentation results and its binarized segments. First, the 
probability map produced from the segmentation network 
is converted to a binary image by applying a step function 
with a constant threshold. Then, some heuristic techniques 
like pixel clustering are used to group pixels into text 
regions. So, a threshold map is predicted adaptively, where 
the thresholds can be diverse in different regions. Then, 
an approximate function for binarization (Differentiable 
Binarization) is used, which binarizes the segmentation 
map using the threshold map. In this manner, the segmen-
tation network is jointly optimized with the binarization 
process, leading to better segmentation results.

The testing results show that this method deals well with 
curved text, intersections between lines, rotated and multi-
oriented text (vertical text also), and with multi-language 
texts [13]. Also, the authors claim that one limitation is 
that the method can’t deal with cases «text inside text», 
which means that a text instance is inside another text 
instance, but this is a common limitation for segmentation-
based scene text detectors.

3.3.  Results  evaluation  and  comparison. Overall ex-
perimental results from the reviewed research works are 
collected in Table 1.

The method described in [9] was tested on 300 images 
containing 7201 lines. The experiment results in 97.01 % ac-
curacy in correct line segmentation. The line is calculated as 
incorrectly segmented if even a single component, from one line 
is associated with another line, if a single line is split into 2 or  
more lines, or if any number of lines are merged together. 
Such high accuracy results are explained by the dataset 
simplicity. It does not contain any hard cases for segmenta-
tion, such as line intersections, skewed or rotated lines, etc.

The proposed algorithm from [10] was evaluated on 
specific unconstrained handwritten Polish documents that 
contain both ordinary images and more difficult images in 
terms of text line segmentation. Such cases contain lines of 
different lengths which is common for texts including many 
paragraphs or dialogs. On that dataset, this method shows 
good results with 91.9 % accuracy. The limitation of the 
proposed method comes from the drawbacks of projection 
profiling. Given the information from a profile is calculated 
only in the horizontal direction, therefore the algorithm 
can’t deal well with different slanting and curved text lines.

In [11] proposed a learning-based method for the line 
segmentation task. Two datasets were used – the cBAD 
dataset and one more private dataset. The Xheight label-
ing is provided for each line as ground truth. From the 
cBad dataset, 176 images were used for training, 40 for 
validation, and 539 for testing. 

 
Fig. 5. Architecture and workflow of the NN model for text detection and segmentation with Differentiable Binarization (from [13])

Table 1
Experimental results

Method Experiment data Number of lines Experiment results

Horizontal projection profiling [9] CEDARFOX dataset (300 images) 7201 97.01 % accuracy

Variable threshold for horizontal projection method [10]
Handwritten Polish documents with mixed 
length lines (60 images)

1514 91.9 % accuracy

Fully convolutional network [11] cBAD dataset (539 images) ∼16000 93 % mIoU

FCN with additional model for characters centroids [12] MSRA-TD500 (200 images) – 74 % F-score

Convolutional model with Differentiable Binarization [13] MSRA-TD500 (200 images) – 84.9 % F-score
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For the Intersection over Union (mIoU) measure the 
93 % result was acquired. This method coped well with 
low-quality historical documents, also it resolved plenty of 
problems from the statistical methods, such as segmenta-
tion of skewed and rotated lines. Much of the limitations 
of this method are connected to the large dataset needed 
for the model training.

In [12] the FCN method is improved by using the addi-
tional model for calculating the character’s centroids for better 
detection accuracy. Also, more complex datasets were used 
for training and testing, such as ICDAR2013, ICDAR2015, 
MSRA-TD500. On the last dataset, the next results were 
acquired: precision = 83 %, recall = 67 %, F-score = 74 %, and 
average time cost for one image 2.1 sec. Compared to older 
work [14] that is based on a similar approach without the 
additional mode, the F-score = 65 % is really lower, but the 
time cost = 0.8 sec is almost three times faster. So, with a sig-
nificant performance decrease, higher detection and segmen-
tation accuracy could be achieved with this improvement.

The research in [13] utilized the same datasets as pre-
vious studies, along with additional ones. It considered 
multiple models with different sizes and parameters, a light-
weight backbone ResNet-18, and a full model ResNet-50. 
An F-score = 84.9 % was achieved on the MSRA-TD500 
dataset with the full model. Together with other results, 
this method outperforms the state-of-the-art methods on 
five standard scene text benchmarks, in terms of speed and 
accuracy. Even with a lightweight backbone, this method 
can achieve competitive performance with real-time in-
ference speed. In the future, the authors are interested 
in extending their method for end-to-end text spotting.

The obtained results make it possible to assess the 
quality of the methods considered for solving the task of 
handwritten text line segmentation, compare statistical and 
neural approaches overall, and analyze the limitations of each 
method. An analysis of the selected methods is provided, 
describing the main idea, obtained experimental results, 
and the strengths and weaknesses of each, based on the 
defined requirements and constraints of the segmentation 
task. Let’s also address the problem of handwritten line 
detection, for which neural methods are mostly applied.

The research findings can help determine the most 
suitable algorithm for solving the handwriting segmentation 
task, considering the specified problem and peculiarities of 
the handwritten text. The main limitations in this study 
are raised by the diverse nature of the input data, which 
can be both handwritten and printed text, varies across 
different tasks, and is uniquely defined in each reviewed 
work. Despite conducting the research under martial law 
in Ukraine, this did not affect the obtained results.

Further research on line segmentation methods could 
focus on a deeper investigation of the handwritten text 
detection task itself, which is crucial when working with 
noisy data, heterogeneous backgrounds, or in conditions 
without information about the presence of handwritten 
text in the input data.

4.  Conclusions

This paper provides a survey of the line segmentation 
task, its requirements, challenges, and a comprehensive 
review of the main approaches that are used in text line 
segmentation and line detection tasks in modern offline 
handwriting recognition systems.

The statistical methods that are mostly based on projec-
tion profiling are commonly used together with different 
combinations of morphological filters and postprocessing 
algorithms. This approach has good segmentation results 
with different languages on structured documents, but it 
has limitations for skewed and rotated texts, the same as 
for unstructured texts with noise backgrounds.

The neural-based methods utilize the convolutional 
layers in deep networks to detect text lines on any ima-
ges, so most limitations of this approach are defined by 
the training datasets. Such methods perform the text line 
detection task together with the segmentation itself, so 
they highly extend the possibilities of recognition systems 
where they are used and resolve many of the problems 
that were critical for the projection-based segmentation 
methods. The latest works based on this approach propose 
a detection system that performs differentiable binarization 
in a segmentation network that allows getting a good trade-
off between detection accuracy and algorithm efficiency. 
It allows to use these methods in real-time applications 
achieving high detection results across different surfaces, 
in the presence of background noise, and accommodating 
various text orientations and forms.

The results of this study hold potential utility for sci-
entific purposes in future research within this field and can 
be applied practically by utilizing the considered methods in 
recognition systems to improve its performance and accuracy.
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