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CONVEYORIZED IMPLEMENTATION   
OF ASWM IMAGE FILTER   
ON PLD

The object of research is the adaptive switching weighted median image filter (ASWM) algorithm. This algorithm  
is one of the most effective in the field of impulse noise suppression. The computational complexity and algorith-
mic features of this adaptive nonlinear filter make it impossible to implement a filter that works in real time on 
modern PLD microcircuits.

The most problematic areas of the algorithm are the weight coefficient estimation cycle, which has no limit on 
the number of iterations and contains a large number of division operations. This does not allow implementing the 
filter on PLDs with a sufficiently effective method.

In the course of the research, the programming model of the filter in Python was used. The performance of 
the algorithm was assessed using the Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index Mea-
sure (SSIM) metrics.

Modeling made it possible to find out empirically the number of iterations of the cycle for estimating the weight 
coefficients at different levels of noise density and to estimate the effect of artificial limitation of the maximum 
number of iterations on the filter performance. Regardless of the intensity of the noise impact, the algorithm 
performs less than 40 iterations of the evaluation cycle. Let’s also simulate the operation of the algorithm with 
different variants of the division module implementation. The paper considers the main of them and offers the 
most optimal in terms of the ratio of accuracy/hardware costs for implementation. Thus, a modified algorithm 
was proposed that does not have these disadvantages.

Thanks to modifications of the algorithm, it is possible to implement a pipelined ASWM image filter on 
modern PLDs. The filter is synthesized for the main families of Intel PLDs. The implementation, which is not 
inferior in terms of SSIM and PSNR metrics to the original algorithm, requires less than 65,000 FPGA logical 
cells and allows filtering of monochrome images with FullHD resolution at 48 frames/s at a clock frequency 
of 100 MHz.

Keywords: adaptive filter, nonlinear filter, median filter, impulse noise, Peak Signal-to-Noise Ratio, Structural 
Similarity Index Measure.
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1.  Introduction

The process of obtaining graphic data from various 
sensors and transferring it to image processing subsys-
tems is always accompanied by data corruption or even 
loss of data.

Electromagnetic noise or transmission errors often re-
sult in random pixels in the output image. This type of 
noise is called impulse noise. It can be seen in gray scale 
images as random white and black pixels or groups of 
pixels that distort basic image information.

The median filter is currently one of the most effec-
tive at filtering impulse noise. The filter is applied to all 
pixels without exception. During median filtering, some 
information is lost, which leads to smoothing of edges 
and blurring [1].

To eliminate this drawback, a weighted median filter 
WM [2] was proposed, which allows to preserve more 
of the original image details due to the weights for each 
pixel inside the filtering window.

The ideal filter should not alter pixels that are not 
damaged by noise. In [3], the popular types of filters that 
have been proposed to combat the loss of image details 
due to anti-aliasing are considered.

In particular, the following are proposed:
– noise detectors for the classification and detection 
of noisy pixels [4, 5];
– hybrid filters [6, 7];
– adaptive «switching» filters [8–10], which did not 
apply median filtering for pixels without noise.
The most effective is the adaptive switching median 

filter (ASWM) [11]. Nevertheless, its algorithm is difficult 
to implement on PLDs and modern processors, which com-
plicates its use in real-time tasks and confirms the relevance 
of this study. Thus, the object of research is the adaptive 
switching weighted median image filter (ASWM) algorithm.

The aim of research to find methods for implementing 
ASWM that allow implementing a pipelined filter on most 
of the programmable logic integrated circuits available on 
the market.
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2.  Methods of research

The ASWM image filter uses a noise detector based 
on the apparatus of ordinal statistics.

The work algorithm is shown in Fig. 1.

 

Fig. 1. Algorithm of ASWM filter operation

Step 1 – Initialization. Weights wk l,  are initialized to 1.0.
In each image window, a weighted average value is cal-

culated for a pixel with coordinates (i, j) in accordance with  
the equation:
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where wk l,  – weighting factors, in accordance with equa-
tion (2); Xk l,  – elements of the filter window.

Step 2 – Weights estimation.
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where Xk l,  – elements of the filter window; Mw  – weighted 
average; δ – preset small value to avoid division by zero.

Then a new value M i jw ,( )  is calculated with the new 
calculated weights.

Step 3 – Saving the result. If M i j M i jw
t

w
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where ε  – specified threshold, the loop ends, otherwise 

go to step 1. Then the standard deviation is calculated 
according to the equation:
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where wk l,  – weighting factors calculated according to 
equation (2); Xk l,  – filter window elements; Mw  – weighted 
average according to equation (1).

The conclusion about pixel noise is made on the basis of 
the product of the standard deviation and the threshold value. 
Finally, the ASWM filter can be described as an equation:
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where mi j,  – median value in the current window; Xi j,  –  
initial value of the pixel; Yi j,  – value of the filtered pixel; 
M i jw ,( )  – weighted average of the window α – predeter-
mined threshold; δw i j,( ) – standard deviation.

As can be seen from the algorithm, the process of find-
ing the coefficients is iterative. The number of iterations 
is not known in advance. The noise level of the current 
pixel is determined by the value of the standard deviation 
and the amount of deviation of the pixel value from the 
weighted average. This allows filtering with high noise 
reduction performance over a wide range of noise levels.

The disadvantages of this filter can be summarized 
as follows:

– large number of division operations;
– presence of a cycle of non-deterministic length;
– sensitivity to a decrease in the bit depth of fixed-
point calculations;
– inability to parallelize the algorithm due to the dis-
advantages described above.
These shortcomings do not allow implementing the 

pipelined filtering algorithm ASWM on modern PLDs 
and vector processors, which makes the task of processing 
images in real time almost impossible.

3.  Research results and discussion

3.1.  Development  of  a  modified  ASWM  filter. As men-
tioned above, the disadvantage is the complexity of the 
weight estimation routine. The basis of the program module 
for estimating weights is a loop with an indefinite number 
of iterations. On the basis of the constructed software 
model, a study of the filter operation at various levels 
of impulse noise was carried out.

As a result, histograms of the distribution of the num-
ber of cycle iterations were obtained (Fig. 2) at different 
noise densities. As it is possible to see, the overwhelming 
majority of calls perform less than 25 iterations, i. e., to 
implement the filter without significant performance losses, 
25 loop iterations are enough.

Since the aim of research is to implement the fastest  
filter option, it was decided to implement a chain of 
N filtering blocks that can be «bypassed» (using a bypass 
signal) to simulate an exit from the loop when the early 
exit condition is met. If this condition is not reached 
throughout all filtration blocks, the weights of the last block  
will be used (Fig. 3).
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Fig. 2. Distribution of the number of iterations of the algorithm at different levels of noise density:  
a – 5 %; b – 15 %; c – 20 %; d – 30 %; e – 35 %; f – 45 %; g – 50 %; h – 60 %; i – 65 %; j – 75 %

3.2.  Optimization  of  the  weight  estimation  block. The 
entire loop that estimates the weights for deviation-finding 
operations can be broken down into smaller submodules. 
The weight estimation block consists of a weight calcu-
lation sub-block and logic, which consists of comparison 
operations and a multiplexer (Fig. 4).

This approach allows pipelining the filter, limiting its 
length (the number of loop iterations) without significant loss 
of filtering quality. Fig. 5 and Fig. 6 shows the performance 
metrics of the original ASWM model (maximum number of 
iterations – 100) and modified in the described way (number 
of evaluation units (iterations) – 40, 20, 10, and 5).
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              a                                                 b

Fig. 3. Modified ASWM filtering algorithm:  
a – filter algorithm; b – structure of the weight estimation block

It should be noted that a significant part of the re-
sources used to implement the entire filter is consumed by 
the weight estimator, which, as mentioned above, contains 
nine 32-bit divisions, each of which consumes more than 
1000 PLD lookup tables.

As seen from Fig. 5 and Fig. 6, the PSNR (peak sig-
nal-to-noise ratio) and SSIM (structural similarity index  
measure) indices [12] for filters with the number of weight 
estimation blocks from 100 to 20 practically do not de-
crease. The performance of filters with 5–10 units is sig-
nificantly reduced.

Modern PLD manufacturers offer solutions [13] with  
a total number of LUTs sufficient for pipeline implementa-

tion of an ASWM filter with 15 weight estimation mo-
dules. To ensure the quality of filtration, 25 is required.

 

Fig. 5. PSNR filter with different number of weight estimation blocks

 
Fig. 6. SSIM filter with different number of weight estimation blocks

It is necessary to use 32-bit division 
in the weight estimation module.

The implementation of division is ex-
pensive for PLDs.

3.3.  Division  module  optimization. The 
bit width of the numerator and denomina-
tor affects the consumption of hardware 
resources for the implementation of the 
division unit. Studies have shown that with 
a division capacity of less than 32 bits, the 
required filtering quality indicators cannot 
be obtained.

Thus, the next stage of research is the 
development of an efficient fission module 
with reduced resource consumption.

Below are the main methods of division with less re-
source consumption.

As a result of the filter simulation, it was determined 
that divisors greater than the value of 5 have a significant 
effect on the quality.

This simplifies the approximation task due to the trun-
cation of the area with high nonlinearity.

A study of several options for replacing the division 
module was carried out on the filter software model.

One option is to approximate the division by a poly-
nomial. A polynomial of the 5th degree allows to imple-
ment a function that requires 4 clock cycles to get the 
result (Fig. 7).

Fig. 4. Block diagram of the weight estimation module
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y e x e x e x= − + − +− − −1 3724 1 9381 1 019613 5 10 4 7 3. . .

+ − +−2 4567 0 0027 0 10935 2. . . .e x x  (5)

The deviation does not exceed 10 %. The accuracy of 
the work does not meet the requirements.

Approximation by a polynomial of degree 10 (Fig. 8).

y e x e x e x= − + −− − −1 7852 4 7764 5 514224 10 21 9 18 8. . .

− + − +− − −3 5953 1 4556 3 790115 7 12 6 10 5. . .e x e x e x

+ 6 3589 6 7055 0 00048 4 6 3 2. . .e x e x x− −− + −

− +0 0142 0 2147. . .x  (6)

As it is possible to see, increasing the degree of the 
polynomial significantly improves the quality of the al-
gorithm. The deviation does not exceed 5 %.

The third stage of the study was associated with the 
use of the tabular method. Since the dividend is constant, 
and the divisor is a fractional number not exceeding 255 in 
absolute value, it makes sense to consider tabular methods.

A tabular method using linear interpolation to improve 
accuracy can be represented by the following equations:

tg ,α = [ ]− +[ ]table n table n 1  (7)

y table n x= [ ]− { }tg ,α  (8)

where table n[ ]  and table n +[ ]1  – tabular division values; 
x{ } – fractional part x; n – integer part of x.

The deviation in this case does not exceed 5 %.
For this method, it is necessary to store tables to load 

the current and next value.
Further modeling showed that the fractional part of the 

number in this case can be neglected, while maintaining  
the high quality of filtration.

According to the filter algorithm, the values of X in  
the cycle of the weight estimation cannot exceed 28. How-
ever, 8-bit division cannot be applied because the filtering 
quality is significantly reduced.

Neglecting the fractional part of the divisor does not 
make significant changes (the drop in PSNR and SSIM 
indicators within 0.5 %) while maintaining the bit depth 
of the result.

Thus, the most acceptable option is to use a 32-bit 
integer division result table.

Such architecture can be implemented on 
PLD using a read only memory unit with an 
8-bit address bus and a 32-bit data bus. The 
memory consumption for the implementation 
of the evaluation unit is 8 Kbit, which makes 
it possible to implement up to 85 evaluation 
units in modern devices.

The following shows the consumption of 
hardware resources for the implementation of 
the weight estimator with a modified FPGA 
module.

The described approach allows to imple-
ment division without using additional logic, 
but using PLD memory. Memory consumption 
allows implementing the required number of 
blocks in modern PLD Altera and Xilinx. The 
described solution can be further minimized by 
further truncating the divisor.

3.4.  Resource  consumption  calculation  and 
performance evaluation. The total consumption of 
PLD resources required to implement the filter 
can be estimated as the sum of the components:

V V V V Nsum mean deviation loop= + + ⋅ ,  (9)

where Vmean – PLD resources for the unit of the 
weighted average; Vdeviation – FPGA resources for 
the deviation block; Vloop – PLD resources per 
unit of evaluation; N – the number of evalu-
ation units.

The total number of LUTs depends on the 
number of evaluation units in the filter. Table 
Figure 1 shows the number of LUTs required to  
implement an N unit filter for Intel PLDs.

The length of the filter conveyor is also the sum of the 
length of its components. The length of the conveyor for  
a different number of evaluation units is presented in Table 2.

Using the described method in existing PLD microcir-
cuits, it is possible to implement an ASWM filter contain-
ing up to 50 weight estimation units, which is sufficient 
to obtain an acceptable filtering quality.

The described structure at a clock frequency of 100 MHz 
allows filtering 48 frames of monochrome FullHD images 
per second, which is sufficient for real-time operation.

 
Fig. 7. Comparison of the division function and approximated  

by a polynomial of degree 5

 
Fig. 8. Comparison of the division function and the approximated  

polynomial of degree 10



INFORMATION AND CONTROL SYSTEMS:
INFORMATION TECHNOLOGIES

11TECHNOLOGY AUDIT AND PRODUCTION RESERVES — № 1/2(57), 2021

ISSN 2664-9969

Table 1
PLD resource consumption

Resources N Сyclone V Сyclone IV E Сyclone 10

Total logic ele-
ments

10 5071 29792 29792

15 5071 38377 38377

20 5071 46962 46962

25 5071 55547 55547

30 5071 64132 64132

Total registers

10 47054 18368 18368

15 68614 25733 25733

20 90174 33098 33098

25 111734 40463 40463

30 133294 47828 47828

Total memory 
bits

10 776960 788193 788193

15 1165440 1182138 1182138

20 1553920 1576083 1576083

25 1942400 1970028 1970028

30 2330880 2363973 2363973

Multiplier 9-bit – 150 178 66

Table 2

PLD conveyor length depending on the number of blocks

N Total pipeline length

10 80

20 130

25 155

30 180

4.  Conclusions

In this work, a software model of the ASWM filter 
is developed. The analysis of the filter operation with 
a limited number of iterations of the weight estimation 
submodule is carried out. Methods for implementing the 
division module are considered. An algorithm has been 
developed that is optimal in terms of the ratio of hard-
ware costs to accuracy.

A method for implementing a fully pipelined ASWM 
image filter is proposed. The techniques used are con-
sidered, which make it possible to significantly reduce 
the PLD hardware resources required for implementation 
without critical losses in the filtering quality. The filter 
is synthesized for the main families of Intel PLD and 
requires less than 65,000 PLD logic elements to implement 
the most efficient version. At the same time, at a clock 
frequency of 100 MHz, the filter allows processing up 
to 48 frames/s.
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