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Abstract

Hospitals play a critical role in providing communities with essential medical care during 
all types of disasters. Any accident that damages systems or people often requires a multi-

functional response and recovery effort. Without an appropriate emergency planning, it is 
impossible to provide good care during a critical event. In fact, during a disaster condition, 
the same “critical” severity could occur for patients. Thus, it is essential to categorize and to 
prioritize patients with the aim to provide the best care to as many patients as possible with 
the available resources. Triage assesses the severity of patients to give an order of medical 
visit. The purpose of the present research is to develop a hybrid algorithm, called triage algo-
rithm for emergency management (TAEM). The goal is twofold: First, to assess the priority 
of treatment; second, to assess in which hospital it is preferable to conduct patients. The 
triage models proposed in the literature are qualitative. The proposed algorithm aims to 
cover this gap. The model presented exceeds the limits of literature by developing a quan-
titative algorithm, which performs a numerical index. The hybrid model is implemented in 
a real scenario concerning the accident management in a petrochemical plant.

Keywords: emergency management, triage, hospital location, petrochemical plant, 
safety

1. Introduction

The continuous evolution of production processes has resulted in increased effectiveness 
and process efficiency. On the other hand, however, the systems are much more complex 
and difficult to manage [1, 2]. For this reason, to handle any emergencies that are created, 
it is necessary to develop a proper plan to respond to emergencies. The emergency can be 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
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caused: by a fault of a system, by a human error, or by natural factors [3]. The National 

Governor’s Association designed four phases of disaster: (1) mitigation, (2) preparedness, (3) 
response, and (4) recovery. Each phase has particular needs, requires distinct tools, strategies, 
and resources and faces different challenges [4]. One of the most important phases is the 
response phase that addresses immediate threats presented by the disaster, including saving 
lives, meeting humanitarian needs, and starting of resource distribution. In this phase, a par-

ticular process involves the triage efforts that aim to assess and deal with the most pressing 

emergency issues. This period is often marked by some level of chaos, a period of time that 
cannot be defined a priori, since it depends on the nature of the disaster and the extent of 
damage [5]. It is obvious that it is necessary to assess the conditions of the patients during the 

response phase and to reduce waiting time for medical services and transport [6]. A timely 

and quickly identification of patients with urgent, life-threatening conditions is needed [7]. 

Accurate triage is the “key” to the efficient operation of an emergency department (ED) to 
determine the severity of illness or injury for each patient who enters the ED [8]. The term 

triage comes from the French verb trier, meaning to separate, sift, or select. A system for the 
classification of patients was first used by Baron Dominique Jean Larry, a chief surgeon in 
Napoleon’s army [9]. Originally, the concepts of triage were primarily focused on mass casu-

alty situations. Many of the original concepts of triage remain valid today in mass casualty 

and warfare situations. Triage is a dynamic and complex decision-making process [10]. In 

general, patients should have a triage assessment within 10 min of arrival in the ED in order 
to ensure their proper medical management. However, it is not always possible to achieve this 
purpose. Some weaknesses characterize the classic triage models. It is worthy to underline 

that several methods of triage exist for evaluating the condition of a patient and treat him/

her accordingly. The triage methods most  commonly used are Australasian Triage scale (ATS), 
the Canadian Triage and Acuity Scale (CTAS), Manchester Triage System (MTS), and Emergency 

Severity Index (ESI) [11]. As highlighted by Lerner et al. [12], each protocol may be very dif-
ferent from another in terms of methods of care, treatments, and strategies. Furthermore, 
the medical staff has to analyze several factors to decide in which hospital the patient has 
to be admitted but qualitatively [13]. The effective triage is based on the knowledge, skills, 
and attitudes of the triage staff. However, despite this knowledge, it is evident that the use 
of one triage algorithm is limited [14]. Thus, the definition of an integrated triage system is 
an important research priority. This study aims to cover this research gap. The aim of the 

research is twofold. First, the model provides a hybrid algorithm to define the priority of 
treatment. Second, a multi-criteria model is developed to evaluate the most suitable hospital 
where patients can be admitted. The hybrid algorithm exceeds the literature limits, develop-

ing a numerical model for the evaluation of triage hospital. The study helps to expand the 

knowledge on emergency management and also develops a standard algorithm that can be 

used in emergency situations, to evaluate the patient’s condition, and choose the most suit-
able hospital. The model can be used in different conditions, both for major emergencies and 
in emergency conditions, medium-low. In the present work, the model is applied during an 
emergency simulation in a petrochemical company.

The chapter is organized as follows. Section 2 presents an overview of the four triage 

models most used in the world. Section 3 describes the proposed hybrid algorithm. 

Section 4 presents a real case study. Finally, Section 5 summarizes conclusions and future 
developments.

Theory and Application on Cognitive Factors and Risk Management - New Trends and Procedures2



2. The four principal triage models

2.1. The Australasian Triage scale (ATS)

The Australasian Triage scale (ATS) was developed in the 1994 in an Australasian emergency 
department [15, 16]. All patients presenting to an emergency department should be assessed 

by a nurse or a doctor. The triage assessment generally goes on no more than 2–5 min. Patients 

who are waiting are processed again, to see if their condition deteriorated. The nurse or the 
doctor may also initiate the assessment or initial management, according to organizational 
guidelines. Table 1 shows the Australasian Triage scale. Each category is rated with a number 

between 1 and 5 and a color scale. The second column represents the maximum time within 

which it is necessary to cure the patient. The third column describes the reference category, 
and finally the fourth column describes the patient’s symptoms.

Table 2 incorporates the classification of Table 1 and shows the performance indicator thresh-

old. The indicator threshold represents the percentage of patients assigned ATS categories, who 
commence assessment and treatment within the relevant waiting time from their time of arrival.

2.2. The Canadian Triage and Acuity Scale (CTAS)

The Canadian Triage and Acuity Scale (CTAS) is based on the ATS and was developed in the 

1990s in Canada [10]. In the CTAS, a list of clinical symptoms is used to determine the triage 
level. CTAS defines a five-level scale with level 1, representing the worst case and level 5, 
representing the patient with less risk. The CTAS establishes a relationship between patient’s 

presenting symptoms and the potential causes. Other factors called modifiers refine the clas-

sification [17–19] as follows:

1. Resuscitation. Conditions expecting the risk of death. These are patients that have their 

heart arrested, or are heart pre-arrest, or heart post-arrest. Their treatment is often  started 
in the pre-hospital setting and further aggressive or resuscitative efforts are required 
 immediately upon arrival at the emergency department;

Category Response Category description Clinical descriptors

1 Immediate simultaneous 

assessment and treatment

Immediately life-threatening Cardiac arrest, respiratory arrest, 
immediate risk to airway

2 Assessment and treatment 

within 10 min

Imminently life-threatening Airway risk, severe respiratory 
distress, circulatory compromise

3 Assessment and treatment 

within 30 min

Potentially life-threatening Severe hypertension, moderate 
severe blood loss, vomiting

4 Assessment and treatment 

within 60 min

Potentially serious or urgency 

situation

Mild hemorrhage, vomiting, eye 
inflammation, minor limb trauma

5 Assessment and treatment 

within 120 min

Less urgent Minimal pain, low risk, minor 
symptoms, minor wounds

Table 1. Australasian Triage scale.
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2. Emergent. The patient risks his/her life because of serious injuries and requires quick cures. 

The doctor must act to stabilize the vital conditions;

3. Urgent. The patient is not life-threatening, but his/her condition could worsen. The vital 
signs are normal, but it is necessary to act soon to avoid being impaired;

4. Less urgent. The patient has no serious injuries. His condition depended on the strain, age, 
and little pain. The medical examination is not required;

5. Non-urgent. The patient’s condition is not pejorative. They may be due to a chronic prob-

lem. Then, the patient can go home if the hospital resources do not allow the visit.

The CTAS is developed in several steps (Figure 1):

• Quick look: The first step of the CTAS analysis. When the symptom is obvious it is simple 
to evaluate the level;

• Presenting complaint: The second step is to analyze the symptoms. As with the “Quick 

Look,” the symptom should only be used to evaluate if the patient is into CTAS Level 1;

• First-/second-order modifier: In many cases, the “Quick Look” is not sufficient to analyze 
the complaint. To refine the assessment, modifiers are analyzed. This makes it possible to 
better assess the patient.

Figure 1 describes the CTAS analysis step to assess the patient’s condition.

2.3. The Manchester Triage System (MTS)

The Manchester Triage System (MTS) is used in emergency departments in Great Britain [20, 
21]. The MTS model has a scale with five levels (Table 3). The time is relative to a maximum 

time to response. Table 3 shows the Manchester Triage scale. Each category is rated with a 

number between 1 and 5 and a color scale. The second column describes the name of the 

assessment. The third column represents the maximum time within which it is necessary to 

cure the patient. The fourth column describes the patient’s symptoms.

The MTS uses 52 diagrams which represent symptoms, with which to evaluate the patients. 
When a patient reports symptoms, the nurse examines his/her situation and he/she determines 

ATS scale Treatment acuity (maximum waiting time for 

medical assessment and treatment)

Performance indicator threshold

1 Immediate 100%

2 10 min 80%

3 30 min 75%

4 60 min 70%

5 120 min 70%

Table 2. ATS performance indicator threshold.

Theory and Application on Cognitive Factors and Risk Management - New Trends and Procedures4



the treatment priority according to the triage scale. It utilizes a series of flow charts that lead 
the triage nurse to a logical choice of triage category also using a five-point scale [22]. The MTS 

model is a powerful tool to evaluate patients. Its discriminatory power is not equal for medical 

and surgical specialties, which may be linked to the nature of inbuilt discriminators [23].

2.4. The Emergency Severity Index (ESI)

The Emergency Severity Index (ESI) is a triage algorithm that was developed in the USA in 

the late 1990s [24]. The priority depends on the patient’s severity and the necessary resources. 

Initially, the nurse analyzes the vital signs. If the patient is not in critical conditions (level 1 or 
2), the decision maker has to evaluate the expected resource necessary to determine a triage 
level (level 3, 4, or 5). Algorithms are frequently used in emergency care. The ESI model is 
based on a four-point decision. Figure 2 shows the four decision points reduced to four key 

questions [25]:

A. Does this patient require immediate lifesaving intervention?

B. Is this a patient who shouldn’t wait?

C. How many resources will this patient need?

D. What are the patient’s vital signs?

Figure 1. CTAS approach.

A Cognitive Model for Emergency Management in Hospitals: Proposal of a Triage Severity Index
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Figure 2 represents the structure of the ESI model. The decision responds to certain questions 

and based on the answers you associate a different assessment.

Table 4 describes the action considered lifesaving and those that are not, for the purposes of 
ESI assessment level 1 [26]. Classifications are present in the first column, the second column 
describes the interventions that save lives, while in the last column, there are interventions 
that do not save lives.

Figure 2. ESI approach.

Category Name Time (min) Symptoms

1 Immediate 0 Airway compromise Inadequate 

breathing Shock

2 Very urgent 10 Severe pain Cardiac pain Abnormal 

pulse

3 Urgent 60 Pleuritic pain Persistent vomiting 

Significant cardiac history

4 Standard 120 Vomiting Recent mild pain Recent 

problem

5 Non-urgent 240 Vomiting Recent mild pain Recent 

problem

Table 3. Manchester Triage scale.

Theory and Application on Cognitive Factors and Risk Management - New Trends and Procedures6



In the first point (A), the decision maker assesses whether the patient needs immediate 
care. In this case, the patient is valued as level 1; otherwise, it goes to decision point B. 
The triage nurse verifies if the patient is at high risk. The patient’s age and the past medi-
cal history influence the triage nurse’s determination of risk. This patient has a potential 
condition of a threat to his/her life. The nurse recognizes a patient at high risk, when he/
she realizes that the vital signs may get worse. The triage nurse assesses this patient as 

level 2 because the symptoms are dangerous. The decision maker should ask, “How many 

different resources do you think this patient is going to consume in order for the physician to reach 
a disposition decision?” The patient can be discharged, leaving the hospital or transferred 
to another hospital. Nurses assess the need for resources for each patient, comparing it 
to the capacity of the hospital. The nurse again examines the patient’s symptoms. If the 

symptoms have worsened, then the patient is evaluated for level 2, or level 3. If the patient 
needs few resources, he/she is estimated level 4; otherwise it is evaluated level 5. This 
is decision point D. The limit of the literature about the hospital triage is the qualitative 
approach used.

Lifesaving Not lifesaving

Airway/breathing BVM ventilation

Intubation Oxygen administration

Surgical airway Nasal cannula

Emergent CPAP Non-rebreather

Emergent BiPAP

Electrical therapy Debrifillation

Emergent cardioversion Cardiac monitor

External pacing

Procedures Chest-needle decompression ECG

Pericardiocentesis Laboratory tests

Open thoracotomy Ultrasound

Intraoseous access FAST

Hemodynamics Significant fluid resuscitation Access

Blood administration Saline lock

Control of major bleeding

Medications Naxolone ASA

D50 Antibiotics

Dopamine Nitroglycerin

Atropine Heparin

Adenocard Pain medications

Table 4. Lifesaving interventions.
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3. The rationale: TAEM algorithm

Studies of the reliability and validity of triage models underline that existing models are very 

qualitative [27–29]. However, it is important to standardize a model and to measure the degree 
with which the measured acuity level reflects the patient’s true acuity at the time of triage. Thus, 
the proposed model developed in our research aims to be “quantitative.” It uses numerical indi-

cators to measure the patient’s acuity level. The hybrid model evaluates the condition of patients 

(triage) and the hospital to conduct the patients; it mixes qualitative aspects (defined in the litera-

ture) with quantitative/numerical elements. Emergency management is divided into three phases:

1. Phase#1: Emergency start;

2. Phase#2: Triage algorithm for emergency management (TAEM);

3. Phase#3: Rating hospitals.

Figure 3 represents a scheme of the new hybrid model that we have developed, starting 
from the four previous models analyzed. Classical approach requires that the decision maker 

assesses different questions before to achieve at an evaluation of the patient. Our model allows 
a quantitative numerical evaluation of the patient’s condition and better hospital choice. 
TAEM algorithm is proposed to be used by medical staff during an emergency management 
situation. The model can be used in different and more or less serious emergency conditions.

The subsequent text provides detailed description of the TAEM algorithm.

3.1. Phase#1: emergency start

The present phase aims to measure emergency preparedness in order to predict the likely 

performance of emergency response systems. This is a critical phase to define actions to be 
implemented. When an accident occurs, an emergency condition is manifested. Depending 
on the type of emergency, the internal emergency plan is triggered. The internal emergency 
plan provides implementing all the preventive and protective systems to prevent the emer-

gency situation from becoming worse. If the emergency is serious, the external aid has to be 
alarmed (medical personnel, policeman, and firemen). Thus, it is essential to define the num-

ber of relief efforts and the type.

3.2. Phase#2: triage algorithm for emergency management (TAEM)

The TAEM model identifies five levels of emergency. The basic structure is acquired by ESI 
model. However, different from ESI model, the TAEM algorithm associates a score to each 
element, obtaining a total coefficient (numerical approach). The colors are taken from the 
Manchester methodology and the operation times are taken by the Australasian methodol-

ogy. Figure 4 shows the methodological flowchart for the TAEM algorithm. It is a part of the 
complete pattern shown in Figure 3. In particular, the model that we developed involves the 
use of an algorithm to identify the patient’s classification.

Theory and Application on Cognitive Factors and Risk Management - New Trends and Procedures8



Patient assessment is carried out by the nurse through three different steps (Figure 5), which 
are described below. The model that we have developed considers the structure of the ESI 

model, the MTS model colors, the response times described by the ATS method, and the inclu-

sion of a quantitative numerical approach

Figure 3. Emergency management research flowchart.

A Cognitive Model for Emergency Management in Hospitals: Proposal of a Triage Severity Index
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Figure 4. TAEM approach.

Figure 5. TAEM algorithm flowchart.

Theory and Application on Cognitive Factors and Risk Management - New Trends and Procedures10



In addition to the development of TAEM structure, we have developed a new standardiza-

tion to identify the classification of patients. Table 5 summarizes the triage scale of the TAEM 

algorithm. Each category is rated with a number between 1 and 5 and a color scale. The sec-

ond column describes the name of the assessment. The third column represents the maximum 

time within which it is necessary to cure the patient. The fourth column describes the patient’s 

symptoms.

If one of the main vital functions is not active, then the patient is assessed level 1. Table 6 

shows the vital functions analyzed in the death-danger analysis, to assess the patient level 1. 
The symptoms of a patient in critical condition are as follows:

• Cardiac arrest;

• Respiratory arrest;

• Severe respiratory distress;

• Child who is unresponsive to pain;

• Hypoglycemic with a change in mental status;

• Severe bradycardia;

• Critically injured, patient unresponsive.

If the patient has none of these symptoms, it is not evaluated for level 1. The nurse must 
decide whether the patient is level 2. We have developed a numerical algorithm that allows 
evaluating an index for the patient severity. The algorithm has been represented in Table 6.

For the assessment, it considers various factors, and it associates with each of these factors 
increasing a value according to severity. Each factor has a predetermined weight, depending 
on the importance of the factor. The values shown in the table have been proposed by analyz-

ing the literature on triage procedures.

For each factor, the index (Eq. (1)) is calculated. Then, add up the indexes (Eq. (2))

Category Name Time (min) Symptoms

1 Immediate 0 Airway compromise Inadequate 

breathing Shock

2 Very urgent 10 Severe pain Cardiac pain Abnormal 

pulse

3 Urgent 30 Pleuritic pain Persistent vomiting 

Significant cardiac history

4 Standard 60 Vomiting Recent mild pain Recent 

problem

5 Non-urgent 120 Vomiting Recent mild pain Recent 

problem

Table 5. TAEM scale.
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Factors Severity Weight Index

1 2 3 0.5 1.5 5

Level of consciousness x

Heart beat x

Breathing x

Pain x

Panic x

Injury x

Age x

Pressure level x

Past medicals x

∑ index

Table 6. Index triage.

  Index = Severity  ×  Weight  (1)

   ∑      Index =  ∑     (Severity  ×  Weight )  (2)

The minimum value of ∑ Index is 21, then the maximum value of ∑ Index is 63. In detail,

• If ∑ Index > 48, the patient is evaluated level 2.

• If 30 < ∑ Index ≤ 48, the patient is evaluated level 3.

• If the patient is not level 2 or 3 and is not an urgent situation, then the nurse should assess 
the resources available to define the triage level.

The triage nurse should ask, “How many different resources do you think this patient is going to 
consume in order for the physician to reach a disposition decision?” The nurse to answer these ques-

tions must take into account the routine practice in the particular emergency department. The 

resources that are considered by the nurse are as follows:

• Blood laboratories;

• Urine laboratories;

• Electrocardiogram (ECG);

• X-rays;

• Computed tomography-magnetic resonance imaging (CT-MRI) ultrasound angiography;

• Fluids hydration;

• Specialty consultation;

• Sedation.

Theory and Application on Cognitive Factors and Risk Management - New Trends and Procedures12



If the patient requires different resources, it is catalogued level 4, otherwise level 5.

3.3. Phase#3: rating hospitals

The present phase aims to determine the best choice of the hospital, according to predetermined 
criteria. For the hospital evaluation, it has adopted a multi-criteria algorithm, which takes into 
account the criteria listed in Table 7. For each criterion, a weight (W) is associated, and for every 
hospital, an evaluation (E) is associated. The product W × E greater determines the optimal solu-

tion (Table 7). The sum of the weight values is 100. The evaluation value is between 0 and 90.

4. The experimental scenario

The case study is related to a management of emergency, after an accident, which occurred in 
a petrochemical company plant. The emergency is related to the explosion of a hydrogen sul-

fide tank. Figure 6 shows the petrochemical plant layout and the hydrogen sulfide tank under 
study. Immediately after the explosion, the foreman activates the emergency management 
practices. During the explosion, one operator was located near the tank and he was affected 
by the fire. The manager called health aid.

The medical staff checked the vital functions to see if the two operators were dying. The 
evaluation was negative. So, the medical staff verified the other functions (Table 8) to assess 

the patient’s condition. The severity index was 32; this means that the patient was level 3 and 

must be taken care of within 30 min. It is important to note that the values reported in Table 8 

are related to a real simulation of an incident occurred in the petrochemical company.

In 30 min it would be possible to reach four different hospitals. Thus, it was necessary to 
evaluate the best hospital in which to carry the injured. Table 9 shows the criteria adopted 

Evaluation (E) W × E

Criteria Weight 

criteria 

(W)

Hospital 1 Hospital 2 Hospital 3 Hospital n Hospital 1 Hospital 2 Hospital 3 Hospital n

Departments

Distance 

(km)

Secondary 

road

Beds

Transport

Tot

Table 7. Quantitative model.

A Cognitive Model for Emergency Management in Hospitals: Proposal of a Triage Severity Index
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Figure 6. Chemical plant and hydrogen sulfide tank.

Hospital 1 Hospital 2 Hospital 3 Hospital 4

Departments Resuscitation 

surgery orthopedics 

emergency room 

dermatology

Resuscitation surgery 

emergency room 

dermatology

Resuscitation 

orthopedics 

emergency room 

dermatology

Resuscitation 

orthopedics 

emergency room 

dermatology

Distance (km) 3.4 4.5 6 6.8

Secondary road 2 3 4 4

Beds 370 165 221 234

Transport 3 1 2 3

Table 9. Criteria values.

Factors Severity Weight Index

1 2 3 0.5 1.5 5

Level of 
consciousness

x x 3

Heart beat x x 5

Breathing x x 5

Pain x x 0.5

Panic x x 1

Injury x x 10

Age x x 3

Pressure level x x 3

Past medicals x x 1.5

∑ index 32

Table 8. Triage index.

Theory and Application on Cognitive Factors and Risk Management - New Trends and Procedures14



for the choice of the hospital. Each criterion is given a weight (W) and each criterion on the 

hospital is given one vote (Table 10). The numbers shown in Table 9 are real values, relative 
to the nearest hospital’s petrochemical plant.

Table 10 calculates through the multi-criteria approach to the importance of each hospital 

according to different criteria presented in Table 9. Table 10 shows that the best result is hos-

pital 1, where the patient is cured.

5. Conclusion

Emergency management plays an increasingly important role, in order to safeguard the 
human life. The present research proposed a hybrid model for the emergency management. 

The model is completely innovative and exceeds the limits of the literature. Starting from tri-

age models known in literature, we have developed a hybrid algorithm (TAEM algorithm) for 
the evaluation of the patients. TAEM algorithm aims to evaluate both qualitative and quantita-

tive factors that may influence the final decision in the rescue of patients. Thus, a quantitative 
index is defined to achieve this goal. In particular, the algorithm allows defining a patient’s 
subjective assessment analyzing the subjective aspects that are translated into numbers. In 

this way, it is possible to define an index that represents the patient assessment. Furthermore, 
it is possible to define the severity of the patient and treat him/her accordingly. In addition, 
the TAEM algorithm aims to complete the emergency management through a multi-criteria 

approach in order to define in which hospital it is proper to conduct the injured. Different 
criteria in different hospitals, associating a numerical value, have been evaluated. The hospi-
tal that has a higher rating is the best choice. This model allows avoiding long lines and long 

waits in emergency rooms in case of serious emergency situations in which there are many 

injured. The validity of the model is demonstrated applying it in a real case study. The model 

presented assumes an important role in research because it exceeds the qualitative limits of 

existing triage models; it is also useful for practical purposes, during emergency situations. 

Evaluation (E) W × E

Criteria Weight (W) Hospital 1 Hospital 2 Hospital 3 Hospital 4 H 1 H2 H3 H4

Departments 24 90 72 72 72 2160 1728 1728 1728

Distance (km) 24 90 80 75 70 2160 1920 1800 1680

Secondary road 19 45 68 90 90 855 1292 1710 1710

Beds 19 90 40 54 57 1710 760 1026 1083

Transport 14 90 30 60 90 1260 420 840 1260

Total 8145 6120 7104 7461

Table 10. Hospital choice.
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The future developments of the work aim to develop a software tool to implement the TAEM 

algorithm. The final result will be an application that can support various types of emergency 
triage at the point of care using mobile devices. The system will be designed for use in the 

emergency department of a hospital and to aid physicians in disposition decisions. The sys-

tem will facilitate patient-centered service and timely, high-quality patient management.
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Abstract

As the primary cause of software defects, human error is the key to understanding, 
detecting and preventing software defects. This chapter first reviews the state of art of 
an emerging area: software fault defense based on human error mechanisms. Then, an 
approach for human error analysis (HEA) is proposed. HEA consists of two important 
components: human error modes (HEM) and an undated version of causal mechanism 
graphs (CMGs). Human error modes are the general erroneous patterns that humans 
tend to behave in a variety of activities. Causal mechanism graph provides a way to 
extract the error-prone contexts in software development, and link the contexts to gen-
eral human error modes. HEA can be used at various phases of software development, 
for both defect detection and prevention purposes. An application case is provided to 
demonstrate how to use HEA.

Keywords: human error analysis, software defect prevention, fault detection, causal 

mechanism graph, software quality assurance

1. Introduction

Software has become a major determinant of how reliable, safe and secure computer systems 

can be in various safety-critical domains, such as aerospace and energy areas. Despite the fact 

that software reliability engineering has remained an active research subject over 40 years, soft-

ware is still often orders of magnitude less reliable than hardware. There are over 200 software 

reliability models, but each of which can apply to only a few cases. Based on scientific intuition, 
if there were a model that had captured the essence of an entity of interest, it should be able to 

describe the entity in a variety of contexts. It is necessary to reflect what have been overlook in 
the current research and practices in software (reliability) engineering.

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Software, as a pure cognitive product [1, 2], does not fail in the same way as how hardware 

fails. Software does not have material or manufacturing problems, for example, corrosion or 

aging problems. How a software system performed in the last second could tell nothing about 

whether the system will fail or not in the next second; and people can hardly anticipate the 

consequences of a software failure until it happens. Drawing upon the notion of the cogni-

tive nature of software faults, there is a need to build software dependability theories on the 

foundation of cognitive science.

As the primary cause of software defects, human error is the key to understanding and pre-

venting software defects. Software defects are by nature the manifestations of cognitive errors 

of individual software practitioners or/and of miscommunication between software practitio-

ners. Though the cognitive nature of software has been realized early in 1970s [3], significant 
progress has only been made in recent years on how we can use human error theory to defend 

against software defects [4].

This chapter reviews the new interdisciplinary area: Software Fault Defense based on 

Human Error mechanisms (SFDHE) and proposes an approach for human error analysis 

(HEA). HEA is at the core of various methods used to defend against software faults in the 

SFDHE area.

The chapter is organized as follows: Section 2 reviews the emerging area SFDHE; Section 3 

proposes the method for human error analysis (HEA); Section 4 presents an application exam-

ple; Section 5 makes conclusion.

2. The new interdiscipline: Software Fault Defense based on Human 

Error mechanisms (SFDHE)

2.1. History

Human cognition plays a central role in software development even if in the modern large 

projects [4–7]. A previous analysis on a large set of industrial data shows that eighty seven 

percent of the severe residual defects are caused by individual cognitive failures independent 

of process consistency [8]. Approaches for defending against cognitive errors are necessary to 

improve software dependability.

Software Fault Defense based on human error mechanisms [5], firstly proposed in 2011 by 
Huang [4], is an area aiming to systematically predict, prevent, tolerate and detect software 

faults through a deep understanding of the causal mechanisms underlying software faults—

the cognitive errors of software practitioners. This is an interdisciplinary area built on integra-

tive theories in software engineering, systems engineering, software reliability engineering, 

software psychology and cognitive science.
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2.2. State of art

2.2.1. Human error mechanisms underlying software faults

The first phase of SFDHE is to identify the factors that influence software fault introduction, 
as well as how various factors interact with each other to form a software defect. The factors 

related to programming performance are traditionally studied in software psychology, with a 

thorough review in [9]. However, there is few study focusing on identifying factors that influ-

ence human errors in programming. One of Huang’s recent experimental studies was devoted 

to comparing the effects of various human factors on fault introduction rate [7]. Results show 

that a few dimensions of programmers’ cognitive styles and personality traits are related to 

fault introduction rate [7] as significantly as the conventional program metrics [10].

In order to study human errors in software engineering, there is a need to integrate general 

human error theories with the cognitive nature of software development. Huang [2] developed 

an integrated cognitive model of software design. Based on the cognitive model, a human error 

taxonomy was proposed for software fault prevention [2]. Another human error taxonomy was 

recently developed by Anu and Walia et al. [11] for with an emphasis on software requirement 

review. These human error taxonomies vary in details in order to achieve different purposes, 
however, they both place Reason’s human error theory [12] as a fundamental theory.

A recent experiment [13] examined how an erroneous pattern called “postcompletion error” 
[14] manifests itself in software development. Postcompletion error is a specific type of human 
errors that one tends to omit a subtask that is carried out at the end of a task but is not a nec-

essary condition for the achievement of the main subtask [14]. Postcompletion errors have 

been observed in a variety of tasks by psychologists, but there is a lack of empirical studies 

in software engineering. The author’s experiment shows that 41.82% of programmers com-

mitted the postcompletion error in the same way. As the first attempt to link general human 
error modes (HEM) to programming contexts, the study has set a significant paradigm for 
investigating the human error mechanisms underlying software defects.

2.2.2. Software fault prevention based on human error mechanisms

A key activity of the traditional defect prevention process is to identify root causes. Root causes 

are generally classified into four categories: method, people, tool, and requirement; detailed 
causes are analyzed by brainstorming with cause-effect diagrams [15]. Such taxonomies are 

too abstract to be helpful for those organizations with little experience. Huang’s human error 
taxonomy [2] has been used to advance the process of traditional software defect prevention 

[16, 17].

Huang [18] also developed an approach called defect prevention based on human error theo-

ries (DPeHE) to proactively prevent software defects by promoting software developers’ cog-

nitive ability of human error prevention. Compared to the conventional defect prevention that 
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focuses on organizational software process improvement, DPeHE focuses more on  software 

developers’ metacognitive ability to prevent cognitive errors. DPeHE promotes software 

developers’ error prevention ability through two stages. In the first stage, DPeHE provides 
developers with explicit knowledge of human error mechanisms and prevention strategies. In 

the second stage, software developers use the provided strategies and devices to practice error 

regulation during their real programming practices. Through this training program, software 

developers gain better awareness of error-prone situations and better ability to prevent errors. 
This method has received very positive feedbacks from a variety of industrial users [18].

2.2.3. Software fault tolerance based on human error mechanisms

Independent development (i.e., development by isolated teams) is used to promote the 

fault tolerance capability in N-version programming. However, empirical evidence shows 

that coincident faults are introduced even if the redundant versions are truly built inde-

pendently [19, 20]. Programmers are prone to make the same errors under certain circum-

stances, thus introducing the same faults at certain places. Huang [4] has been devoted 

to first understanding why, how and under what circumstances programmers tend to 
introduce the same faults, and then to seeking a scientific way to achieve fault diversity 
and enhance software systems’ fault tolerant capability [4]. Huang’s theory [7] relates the 

likelihood of identical faults to the “performance level” of the activity required from the 
programmers. Remarkably, the most frequent coincident fault does not occur at difficult 
task points that involve knowledge-based performance, but rather at an easy task point that 

involves rule-based performance [7].

2.2.4. Software fault detection based on human error mechanisms

Since the idea of using human error theories to promote software fault detections at various 

stages of software development lifecycle was presented in 2011 [4], significant progress has 
been made recently [11, 21]. Anu and Walia et al. [11] developed a human error taxonomy 

for requirement review, and positive effects on subjects’ fault detection effectiveness were 
observed. Li, Lee and Huang et al. [21, 22] introduced human error theories to prioritize test 

strategies at coding and evolution phases.

3. Human error analysis

Human error analysis (HEA) is at the core process of various methods for defending against 

software faults in SFDHE. HEA can be employed at different phases during software devel-
opment, for both defect detection and prevention purposes, shown in Figure 1. For instance, 

HEA can be used to promote requirement review, design review and code inspection. At 

requirement and design phases, HEA can also help one identify contexts prone to trigger 

software developers’ cognitive errors at the next phase, so one can take strategies to prevent 

the errors.
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HEA consists of two components: human error modes (HEM) and causal mechanism graph 

(CMG). Human error modes are the erroneous patterns that psychologists that have observed 
to recur across diverse activities [12, 14]. CMG provides a way to extract a specific set of con-

texts of the artifact (e.g., requirement, design and code) under analysis to the general condi-

tions that associates with a human error mode.

3.1. Human error modes

Though human errors appear in different “guises” in different contexts, they take a limited 
number of underlying modes [12]. A human error mode is a particular pattern of human 
erroneous behavior that recurs across different activities, due to the cognitive weakness that 
shared by all humans, for example, applying “strong-but-now-wrong” rules [12].

Understanding such recurring error modes is essential to identifying software defects and the 

contexts prone to trigger a human error. A sample of the error modes are describes in Table 1. 

These error modes were observed to manifest themselves in software development contexts 

in the author’s previous experimental studies [5, 7, 13] or industrial historical data [8]. More 

software defects examples associated with these human error modes can be found in [18].

3.2. Causal mechanism graphs

The author recommends a graphic tool called causal mechanism graph (CMG) for causal 

mechanism modeling. CMG is a notation system firstly used to represent and model the 

Figure 1. The framework of HEA in software engineering.
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 complex causal mechanisms that determine software dependability, which encompasses dif-

ferent attributes, such as reliability, safety, security, maintainability and availability [23, 24].

A causal mechanism graph is capable of capturing logic, time and scenario features, which 

are essential to the description of interactions between various factors to produce an effect. 
The notations in CMG allow researchers to model causal mechanisms more accurately: logic 

Error mode name Explanation and scenarios

Lack of knowledge [2] Software defects are introduced when one omits related knowledge, or even 

does not realize related knowledge is required. This error mode is prone to 

appear especially when the problem is an interdisciplinary problem.

Postcompletion error [13, 14] The pattern of “post completion error” is that if the ultimate goal is 
decomposed into several subgoals, a subgoal is likely to be omitted under 
such conditions: the subgoal is not a necessary condition for the achievement 

of its corresponding superordinate goal; the subgoal is to be carried out at 

the end of the task.

Problem representation error Misunderstand task representation material and simulate wrong situation 

model of the problem, due to the ambiguity of the material.

Apply “strong but now wrong” rules People tend to behave the same way in a context that is similar to past 

circumstances, neglecting the countersigns of the exceptional or novel 

circumstances. In software development, this means that when solving 

problems, developers tend to prefer rules that have been successful in the 

past. The more frequent and successful the rule has been used before, the 

more likely it is recalled.

Schema encoding deficiencies Features of a particular situation are either not encoded at all or 

misrepresented in the conditional component of the rule.

Selectivity Psychologically salient, rather than logically important task information 

is attended to. In software development, “selectivity” means that when a 
developer solving problems, if attention is given to the wrong features or not 
given to the right features, mistakes will occur, resulting in wrong problem 

presentation, or selecting wrong rules or schemata to construct solutions.

Confirmation bias People tend to seek for evidence that could verify their hypotheses rather 

than refuting them, whether in searching for evidence, interpreting it, or 

recalling it from memory. Others restrict the term to selective collection of 

evidence.

Problems with complexity As problem complexity arises, error symptoms tend to occur such as delayed 

feedback, insufficient consideration of processes in time, difficulties with 
exponential developments, thinking in causal series not causal nets, thematic 

vagabonding, and encysting (topics are lingered over and small details 

attended to lovingly).

Biased review People tend to believe that all possible courses of action have been 

considered, when in fact very few have been considered.

Inattention Fail to attend to a routine action at a critical time causes forgotten actions, 
forgotten goals, or inappropriate actions. “Automatic processing” in software 
developing happens when no problem solving activities are involved, 

such as typing. Slips might happen without proper monitoring and error 

detection.

Table 1. Sample of human error modes (adopted from Ref. [18]).
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symbols allow for various logical combinations between causes or effects; the scenario sym-

bol enables the identification of situations in which a relation is likely to exist; and time flow 
allows a number of cause-effect units to develop into a cause-effective chain. Moreover, nota-

tions are designed to capture the recurrent patterns of comprehensive causal mechanisms 
(e.g., activate and conflict).

CMG is especially suitable to represent one’s cognitive knowledge, as it allows one to model 

the dynamic causal mechanisms in a robust way. This feature, combined with excellent 

reliability and validity [23], positions CMG as a powerful method to extract and model the 

Symbol Name Description

AND Entity a
1
 AND entity a

2
 form entity b.

OR Entity a
1
 OR entity a

2
 form entity b.

Subset A set a
1
 is a subset of a set a

2
, that is, all elements of a

1
 are also 

elements of a
2
. “•” denotes the place where the connection ends, i.e., 

a
2
 around the “•” is the set, while a

1
 is the subset

Element An element a
1
 is a singleton of the distinct objects that make up that 

set, S. “•” denotes the place where the connection ends.

Property A property a
1
 is special quality or characteristic of an entity, S. “•” 

denotes the place where the connection ends.

Cause Influence describes the causal relations between two entities. a
1
 

causes a
2
.

Imply Directed implication. When one variable implies another variable, it 

means dependency exists between the two variables (say a
1
 implies 

a
2
). Such dependency allows one to make inference about one variable 

according to another variable.

Conflict Effect b is present when a
1
 is in conflict with a

2
. The effect b is present 

only when these two factors (a
1
 and a

2
) are coupled, and where these 

two factors have different types of influences (e.g., positive versus 
negative).

Trigger Effect b is caused by “event a
2
 Triggering event a

1
.”

Human error 

mode

A general psychological error pattern.

Context The conditions contained in a software artifact that tend to trigger a 

human error mode.

Top event 

(software 

defect)

The ultimate result (i.e., software defect) produced by the interactions 

between various contexts and human error modes.

Table 2. Sample notation for causal mechanism graph (Version E for human error analysis).
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human error mechanisms underlying software faults. A sample of the CMG notation adapted 

for human error analysis is shown in Table 2.

3.3. An application example

An example of using CMG to perform human error analysis is shown in Figure 2. The pro-

posed approach is applied on a software requirement called “Jiong” problem provided in 
Ref. [13].

A requirement segment is extracted, shown in Figure 2. To complete the “Jiong” problem, a 
programmer first needed to calculate the structure of a “Jiong” using a recursion or iteration 
algorithms (A.1 in Figure 2), and then print a blank line after the word (A.2 in Figure 2).

Using HEA, we see that this requirement segment contains three conditions: (1) A.1 is the main 

requirement; (2) A.2 is not a necessary condition to A.1; (3) A.2 is the last step of A. These three 

conditions consist a scenario that tends to trigger “postcompletion error.” Postcompletion 
error is an error pattern whereby one tends to omit a subtask that should be carried out at the 
end of a task but is not a necessary condition for the achievement of the main goal [14].

This requirement was presented to student programmers in a programming contest in the 

previous study [13]. Results show that 23 out of 55 (41.8%) programmers committed the error 
of “forgetting to print a blank line after each word,” in the same way as observed by psycholo-

gies in other tasks.

It is notable that “printing a blank line” is a very simple requirement and have been explicitly 
specified; this requirement is correct and clear. According to the current requirement quality 
criteria such as correctness, completeness, unambiguity and consistency, this requirement 

Figure 2. An example of human error analysis.
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contains no features prone to trigger a software development error. In fact, this requirement 

triggered significantly more programmers to commit the error than any of other locations, 
and amazingly in the same way [13].

Once the error-prone representation is identified, one can use strategies to prevent it from trig-

gering development errors. For instance, the requirement writer may highlight (e.g., using 

bright colors and/or bold font) the places of postcompletion tasks in the requirement documents 

(“printing a blank line after each word” in the “Jiong” case), since visual cues are an effective 
way to reduce postcompletion errors [25]. Though using styles to facilitate readers’ cognitive 

process is not new in software requirement engineering, the contribution here is to tell the writer 

the exact location that should be highlighted, in order to reduce a developer’s error-proneness.

4. Conclusion

This chapter emphasizes the necessity of understanding the cognitive nature of software and 

software faults, and reviews the emerging area of defending against software defects based 

on human error theories (SFDHE). An approach of human error analysis (HEA) is proposed 

to detect and/or prevent software defects at various stages of the software development life 

cycle. The application on a requirement review shows that HEA is able to identify an error-

prone scenario that can never been captured by any existing criteria for requirement quality. 

HEA offers a promising perspective to advance the current practices of software fault detec-

tion and prevention.
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Abstract

This study was carried out to explore potential approaches to managing production and
market risks associated with climatic variability in dryland grazed systems. The meth-
odology is novel in that it considers farmers’ ability to make sequential adjustments to
their production activities when information on uncertain events becomes available.
Traditional approaches to evaluation of farmers’ response to risk assume perfect knowl-
edge of production resources and that risk emanates from uncertainty in yield returns.
Strategic approaches are mostly considered in evaluating farmer’s risk attitude implying
that managing the variability (risk) assumes that different production activities resource
requirements are known (non-embedded risk). In real farming systems, the producers
make sequential decisions and adjust the timing and methods of their activities as a
season progresses and more information on uncertainty becomes available (embedded
risk). This chapter describes a platform adopted in making destocking and marketing
decisions by simulating the impact of implementing alternative tactical adjustments.
The algorithm was successfully tested in a research that investigated the physical and
economic impact of incorporating tactical responses in risk management strategies in
dryland sheep production systems in New Zealand. The algorithm can be integrated
into existing grazing models and can also be used as a standalone system.
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1. Introduction

1.1. Background information

The overall objective of grazed systems is the maintenance of high animal and pasture perfor-

mance as it results in optimization of enterprise production and profitability. In dryland

systems, this is complicated by the need to balance the fluctuating animal feed demand as well

as pasture quality and quantity [1]. Setting stocking rate (SR) is the principal managerial

decision in these systems [2] but a variety of other short- or medium-term management

options (tactical responses) are available [3]. The most commonly used strategy in managing

the effects of climatic variability in dryland grazed systems is understocking [4]. This results in

lost opportunity of increased profitability in better than average seasons (when feed supply

exceeds demand). Conversely, high stocking rate increases risk in such a variable environment

especially so in worse than average seasons (when there is feed deficit). In order to mitigate the

challenge of fluctuating feed demand and supply, there is a need for the inclusion of a series of

options which provide the flexibility to alter feed demand, and to a lesser extent supply, in

response to changes in climatic conditions during the season.

The study [5] from which this chapter was extracted from indicated that incorporating a

framework to implement such options would result in physical (in terms of pasture utilization)

and economical (enterprise profitability) benefits. The findings from the study by Gicheha etal.

[5] indicated that all strategies incorporating tactical responses were economically superior to

those which did not. In some instances, the difference in GM between corresponding strategies

with and without including tactical adjustment to climatic variability was as high as 39.65%. In

all cases, corresponding risk management strategies incorporating tactical responses to cli-

matic variability resulted in higher gross margin (GM) (P < 0.05) and lower risk (P < 0.05). The

extra income derived from including tactical responses can be viewed as the cost to the farmer

of basing choice regarding a management strategy on analysis that neglects the tactical advan-

tages afforded by such a strategy. This chapter describes a destocking and marketing algo-

rithm integrated into a grazed system model (LincFarm; [4, 6]) to implement tactical

adjustments to climatic variability in a dryland grazed system in Canterbury Plains in New

Zealand. The algorithm is implementable in any grazed system as an in an integral part of the

model or a standalone subsystem.

1.2. Risk analysis

Risk from the dictionary perspective is the possibility of incurring misfortune or loss.1 According to

Ref. [7], the risk is defined as the possibility of adversity or loss, and referred to risk as “uncertainty

that matters”. A study by Kay and Edward [8] further defined risk as a situation in which more

than one possible outcome exists, some of which may be unfavorable. However, it was [9] who

provided the three common interpretations of risk as a chance of a bad outcome, a variability of

outcome and uncertainty of outcomes. Considering risk as a chance of a bad outcome implies the

1

Collins Concise Dictionary, 3rd edition, 1995.
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probability of some undefined unsatisfactory outcome occurring. For example, assuming there is a

single measure of outcome denoted Xmuch of which is always preferable to less. The chance of bad

outcome definition could be represented by the following probability:

P� ¼ pðX ≤X�Þ ð1Þ

where P is probability, X is the uncertain outcome, and X* is some cut-off or minimally

acceptable outcome level below which outcomes are regarded as ‘bad’ and P* denotes the

probability of X* occurring. In some cases, the value X* might reflect some disaster level such

as ‘insolvency;’ however, more often this may be a less clear-cut notion, with application of this

measure of risk favoring specification of the two parameters P* and X*.

The interpretation of risk as variability can be measured statistic of dispersion of the distribu-

tion of outcomes, such as the variance (V) or standard deviation (SD) of the uncertain out-

come [9]:

V ¼ V½X� ð2Þ

or:

SD ¼
ffiffiffiffi

V
p

ð3Þ

However, neither V nor SD provides information on the location of the distribution of out-

comes on the X axis necessitating use of the dispersion statistics to link V or SD with the mean

or expected value (E) as follows:

E ¼ E½X� ð4Þ

Variance may then be described as the risk around the specified mean. The study by Newberry

and Stiglitz [10] extended the notion to reflect risk using the coefficient of variation (CV) of X:

CV ¼ SD

E
ð5Þ

In order to define risk as the distribution of outcomes the whole distribution of X needs to be

specified with a complete specification requiring the probability density function, f(X), or

equivalent and often more conveniently, the cumulative distribution function F(X). However,

in practice, summary statistics including moments are commonly used to describe the proba-

bility distribution. This means that there is some similarity with the measurements based on

the definition of risk as dispersion. In such cases as the normal, the distribution of outcomes is

completely defined by only the mean and variance. Few other distributions might be approx-

imated in terms of mean and variance, though higher order moments may be needed to clearly

describe the shape of the distribution.

The limitation of defining risk as a chance of a bad outcome or variability of outcome [3] and

their associated measures is that neither gives the whole picture especially when a choice has

to be made among many risky alternatives. In regard to risk as a chance of a bad outcome, it is
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evident from observing behavior that not all risks with bad outcomes are rejected. For exam-

ple, many people travel by car to sightseeing with the knowledge that there is increased

probability of death or serious injury in case of a road accident. Apparently, choices with

chances of very bad outcomes such as death or serious injury are at times accepted, assumingly

because the benefits of the up-side consequences such as seeing interesting sights are suffi-

ciently attractive to offset the relatively low chances of the bad outcome. Subsequently, to

evaluate or asses a risk, there is need to consider the whole range of possible outcomes, good

and bad, and their respective probabilities. Thus, as suggested by Hardaker [9], expressing risk

in terms of only the probability in the lower limit of the distribution of outcomes does not

provide full information for proper risk assessment and may thus be seriously misleading.

Different studies have considered risk and uncertainty with varied reactions and have defined

them differently [10]. For instance, Knight [11] suggested an existence of three states or ‘catego-

ries’ of knowledge in decision-making situations: perfect knowledge, risk, and uncertainty. The

suggestion was that risk is variability of an outcome with known probabilities, while uncer-

tainty is variability of an outcome with unknown probabilities. Other authors such as Anderson

et al. [12] recognized little difference between risk and uncertainty by Arguing that all proba-

bilities in decision-making are subjective, and thus, the difference between risk and uncertainty

becomes insignificant. In this chapter and the study from which it was extracted from, risk and

uncertainty are treated as the same; risk and/or uncertainty are considered in general as the

variability of outcomes, that is, the converse of stability and are referred to as either risk or

variability. This has a significant impact on what constitute good climatic variability manage-

ment strategies to be considered and good risk management in general.

1.3. Sources and responses to risk

Various potential sources of risk in agriculture have been identified. Risk was summarized into

production, price or market, currency, institutional, financial, legal, and personal by MAFF [13]

while Waterman [14] classified sources of risk into five categories as production, marketing,

financial, legal or human resource. Production risk comes from the unpredictable nature of

weather and uncertainty about the performance of crops and/or livestock, while marketing

risk refers to the uncertainty of prices of farm inputs and outputs. Farmers are increasingly

being exposed to unpredictable competitive markets for inputs and outputs [13]. Currency risk

as noted in Ref. [13] relates to the revaluation or devaluation of the national currency which

affects export and imports demand and domestic prices for competitively traded inputs and

outputs. In countries where agriculture is export, oriented currency risk is considered an

important aspect when designing a farm model.

There are a number of basic responses to risks in agriculture that have been identified. A

decision-maker can respond by accepting the risk, transferring the risk via insurance or con-

tracts, or by eradicating or managing the risk by putting in place risk reduction strategies. The

work by Waterman [14] suggested five responses to risk as retain, shift, reduce, self-insure and

avoid, while the study by Barry [15] had summarized risk responses into four basic categories

as either being production, marketing, financial or integrated. Examples of production risk

responses include development of a decision support system for predicting seasonal rainfall
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variation [16] and a decision support system on the impact of planting drought resistant

pasture [17] in management of climatic variability. Similarly, various marketing risk response

options exist, and examples include forward contracting with the buyer of the crop or live-

stock, spreading sales throughout the season, or hedging [18]. A financial response could be to

carry a large cash reserve to protect the business from a failed crop or a poor season. An

integrated response would be a combination of any or all of the listed responses. In managing

climatic variability in high-performance dryland sheep systems, a range of alternative risk

management options was explored.

All risk responses, however, come at a cost [19]. For instance, a decision to forward contract the

sale of animals could mean that if the price of the increases, the farmer would be losing out on

potential extra income. The decision to carry a large cash reserve or to limit the level of

borrowings may limit the potential rate of growth of the business. It is this complexity in

decision-making that emphasizes the need for simulation models to evaluate and identify

optimal strategies. For a farm model to be relevant, it should account for such tactical

responses to risk to optimize productivity and profitability. This is the main focus of this

chapter.

1.4. Resilience

Resilience was defined as the ability of a system such as the ecosystems, societies, corporations,

nations and socio-ecological systems to undergo a disturbance and maintain its functions and

control by Gunderson and Holling [20]. They considered resilience as a measure of the magni-

tude of disturbance a system can tolerate and still persist. This is different to the concept

previously advanced by Pimm [21] as a system’s ability to resist disturbance and the rate at

which it returns to equilibrium following disturbance. The study by Holling [24] observed that

the distinction between the two definitions of resilience has been useful in encouraging the

managers of naturally variable systems such as the dryland pastoral systems to move away

from concentrating on management aimed at the unachievable goal of stability. However, it is

important to simultaneously consider resistance which is a complementary aspect of resilience

and is defined as the amount of external pressure needed to bring about a given amount of

disturbance in the system by Carpenter et al. [22].

According to climate change research by Crawford et al. [23], farmers will continue to encoun-

ter increasing climatic extremes, and it is important therefore to design farming systems that

will cope with the increased climatic extremes and variability. Resilient farming systems would

take advantage of the three properties conceived by Holling [24], that is the amount of change

the system can undergo and still retain the same functions and control, the degree to which the

system is capable of self-reorganization, and the degree to which the system can build the

capacity to learn and adapt (such as use of available information and tools in implementing

flexibilities in dryland pastoral systems). These three properties have been explored further by

Rusito et al. [25] who identified buffer capacity, adaptive capacity, and transformability as

three elements that allow the manager to respond to different degrees of change in the

production environment. Buffer capacity is defined as the constancy of system productivity

when subjected to small disturbances as a result of fluctuations and cycles in the production
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environment in Ref. [26]. Adaptive capacity was defined by Brooks [27] as the capacity of a

system to respond to a change or shift in the environment to cope better with existing or

anticipated external shocks [22], however, do not distinguish between resilience and adaptive

capacity and have used these terms interchangeably. Transformability was defined by

Darnhofer et al. [28] as the ability of a manager to find new ways of organizing resources

when the disturbance in the production environment is extreme enough to compromise the

current system.

The work by Rusito et al. [25] recognized that resistance, described by Carpenter et al. [22] as

the amount of external pressure needed to bring about a given amount of disturbance in the

system, measured as efficiency, the degree to which the system is capable of self-reorganization

[24] measured as liquidity, and vulnerability which was defined as the potential for loss by

Luers et al. [29] and measured as solvency in Ref. [23] are useful indicators of buffer capacity.

Highly efficient systems are characterized by higher resistance, and that farms with good

liquidity have more ability to reorganize themselves (return to the original state) following a

shock as noted by Rusito et al. [25]. In a study of the resilience of New Zealand dairy farm

business from 2006 to 2009, a period characterized by wide fluctuation in milk price [16],

observed that farmers who took best advantage of upside price risk did not cope well with

downside price risk. This implies that the portfolio of risk management strategies used by

farmers to respond to upside price risk did not align well with downside price risk manage-

ment. Their study underlines the importance of risk management portfolios whose strategies

take advantage of the upside risk while at the same time minimizing downside risk.

The research whose findings are presented in this chapter was set to take advantage of both

upside risk (stock for better than average growing conditions) and downside risk (retreat by sale

of animals as and when conditions dry out) resulting from climatic variability. Alternative risk

management portfolios are identified (in the form of risk-efficient strategies) from which farmers

with different production objectives and preferences can choose. The portfolios differ in pasture

types and combinations, flexible stock class combinations (saleable animals maintained in the

system), and soil moisture levels to trigger stock sale decisions.

1.5. Risk management

Risk management as defined by Landcare Research [30] is the culture, processes, and struc-

tures that are directed toward the effective management of potential opportunities and adverse

effects. In an agricultural setting, risk can be defined as choosing among alternatives that

reduce the financial effects of the uncertainties of weather, yields, prices, government policies,

global markets, and other factors which can cause variations in farm income [13].

It was suggested [31] that as all actions that might be taken by a farmer are subject to risk, there is

no distinction between farm management and what is historically called risk management. In

many ways, all decisions made in agricultural systems are made with imperfect knowledge

about the outcomes. A crop is selected, sown, managed and harvested in weather conditions

that are uncertain at sowing. A yield of unknown quality is harvested and after which, the

product is then sold at what may be an unknown price. These unknowns make efficient resource

allocation decisions difficult. Since agricultural production occurs in a risky environment, there is
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a need to make decisions on how to manage the risk. Until mid1990s, priority with respect to

analyzing risky decisions has been placed mostly on choice of farming strategy and on account-

ing for the effects of attitude to risk [32, 33].

A decision tree obtained from Ref. [9] is presented to describe the effects of attitude to risk on

choice of strategy. The decision tree (Figure 1) represents three stocking options, to buy 300,

400 or 500 steers. The next step in the decision tree relates to factors outside the farmer’s

control, the weather in this case for which it is assumed there are just three scenarios resulting

in good, average, or poor growth. The probability of good growth is 0.2, of average growth 0.5

and of poor growth 0.3. For each of the three stocking options and the three possible weather

circumstances at their probabilities, there is a net return. The net return range from $34,000

where 500 steers are purchased and favorable weathers follow to a loss of $10,000 where 500

steers are purchased and the weather condition is not favorable.

The possibilities of each weather condition multiplied by its corresponding net return give the

expected value of that strategy. In the case presented here, the strategy with the highest

expected value is that of purchasing 400 steers. Although it would be seen as the best in terms

of expected value, it does not account for risk attitudes or some other influential factors which

can have a direction in decisions made. For example, with this strategy, there is a 0.3 probabil-

ity of earning $0, which may cause harm to the business. The option of buying just 300 steers

always results in a positive return, but the corresponding returns are smaller compared to the

positive returns probable from the other two options. The optimal choice for a given individual

may not necessarily be the strategy with the highest expected value, relative to the individual’s

attitude to the possible outcomes, such as making a significant loss.

1.6. Farmer risk attitudes and preferences

Risk attitudes are typically divided into just three categories, risk-neutral, averse and risk-

loving. A risk-neutral person would be expected to choose the strategy with the highest

expected value regardless of the variations of possible returns, that is, choose the option of

purchasing 400 steers from the decision tree presented in Figure 1. Conversely, risk-averse

individuals exhibit a willingness to accept a lower expected return so as to avoid the opportu-

nity of unfavorable outcomes. As presented in Figure 1, the chance of earning $0 or making a

$10,000 loss may be unacceptable and the option of purchasing 300 steers although resulting in

a lower expected return may be preferable [8]. However, risk-aversion does not necessarily

mean that individuals are not willing to take risks. Rather it means that individuals must be

compensated for taking the risk and that the required compensation must increase as the risk

and/or the levels of risk-aversion increase.

To be more useful, agricultural models should account for risk and the risk attitudes of

farmers. The work by Pannell and Nordblom [34] recognized the need for models to account

for risk and the risk attitudes of farmers to be considered useful. In their report on the effect of

risk aversion on whole farm management in Syria, they found significant effects in terms of

farming policies related to risk attitudes. Different approaches [35, 36] have been used in

describing risk in agriculture: the expected value and utility approaches and models (e.g.

[37, 38]), heuristic safety-first approaches (e.g. [12, 37]), farmers’ risk aversion [38, 39], and the
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effect of risk on farmers’ resources [40]. Traditionally, farming systems were modeled with

regard to risk attitude, thus assuming decision-makers to be either averse or neutral, or

generally just assuming risk aversion, using some measure of preference such as subjective

expected utility (SEU) [41]. The SEU hypothesis involves breaking down risky decision prob-

lems into separate assessments of the decision-makers beliefs about uncertainty, captured via

subjective probabilities, and the decision-makers preferences for consequences, obtained via a

utility function, the two parts are then recombined to select as optimal the decision which

yields the highest expected utility or certainty equivalent (CE). Generally, the SEU hypothesis

provides the best operational basis for structuring risky choices.

1.6.1. Utility and expected value

To explain utility and expected value, assuming there are just two possible choices, one with a

greater expected value than the other, that choice with the greater expected value is the best.

However, if the option with the greater expected value has two possible outcomes, one of great

profit as well as one of great loss, and the second possible choice has a lower expected value,

with neither of the two potential outcomes resulting in a significant loss, the second possible

choice may be preferable to some people which introduces the concept of risk attitudes and

utility [36].

A sample demonstration decision problem was used by Hardaker et al. [36] in which there was

a once-only choice to be made between options a1 and a2, with consequences depending on

two equally likely uncertain events s1 and s2 to explain the economic concept of utility. This is

presented in Table 1 below.

Figure 1. Decision tree (Source: Kay and Edward [8]).
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A risk averse individual will prefer a2 to a1, whereas a risk preferrer will chose a1 to a2.

Ordinarily, any person indifferent to risk would base their choice on the expected monetary

value (EMV) therefore portraying indifference between the two options. Assuming that there

is a progressive reduction of the $500 payoffs represented by choice a2, there would come a

point where the risk adverse decision maker is indifferent between options a1 and a2. Presume

that the certainty equivalent (CE) for some individual is $450 in the example above. It can be

said that the utility of the risky prospect a1 is equal to the utility of the $450 CE for this person.

Based on arguments presented above, it can be shown that utility function, U, exists and

exhibits the properties that:

Uða1Þ ≻Uða2Þ ð6Þ

From Eq. (1), utility function U exists only if a1 is preferred (≻ ) to a2 and that the utility of a

risky prospect is its expected value (E):

Uða1Þ ¼ E Uða2Þ

� �

ð7Þ

The second property suggests that the utility of the risky prospect aj is equal to its expected utility,

computed as the probability weighted average of the utilities of the individual consequences,

while the first property implies that this utility value is equal to the utility of the CE such that:

Uða1Þ ¼ 0:5Uð1000Þ þ 0:5Uð0Þ ¼ U
�

Uða2Þ

�

¼ Uð450Þ ð8Þ

1.6.2. Assessing risky alternatives

According to the subjective expected utility (SEU) hypothesis [12, 42], the decision-makers

utility function for outcomes is necessary in order to assess risky prospects. The SEU hypoth-

esis states that the utility or index of relative preference, of a risky prospect is the decision-

makers expected utility for that prospect, that is, the weighted average of the utilities of

outcomes. The index is calculated using the decision-makers utility function to encode prefer-

ences for outcomes. Given a choice among alternative risky prospects, the hypothesis implies

the prospect with the highest expected utility which is preferred.

The expected utility of any risky prospect can be converted through the inverse utility function

into a CE. Ordering prospects by CE is the same as ordering them by expected utility, that is, in

the order preferred by the decision-maker. Besides, the difference between the CE and the

Si P(Si) a1 a2

s1 0.5 1000 500

s2 0.5 0 500

EMV1 500 500

1See text for description.

Table 1. Economic concept of utility example.
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expected value of a risky prospect, referred to as the risk premium (RP), is a measure of the

cost of the risk:

RP ¼ E� CE ð9Þ

In the case of a risk-averse decision makers, RP will be positive and its magnitude will depend

on the distribution of outcomes as well as the decision makers attitude to risk.

As shown, thus SEU hypothesis demonstrates how to integrate the two components of utility

(preference) and probability (degree of belief) to afford a means of ranking risky prospects,

thus enabling risky choices to be rationalized. The utility a person gains from a decision and

not just the expected financial return obtained from it are as important in making risk man-

agement decision.

A study by Kingwell [43] using a model called Model of Uncertain Dryland Agricultural

System (MUDAS) looked at the effect of risk attitudes on responses to risk in dryland farming

systems. Under the two price scenarios considered, increased risk aversion shifted resources

away from cropping toward the livestock enterprise and changed the tactical management of

the farming system. In particular, increased risk aversion reduced the area of crop in favorable

weather-years and enabled pasture to be produced, thereby supporting more sheep at higher

stocking rates. A study by Kingwell et al. [32] explored the importance of considering tactical

response in addition to the traditional risk attitude in modeling agricultural systems. They

concluded that stochastic models which do not include activities for tactical adjustments miss

the benefits of flexibility due to knowledge about uncertain prices and costs (read profit).

Inclusion of tactical response options has previously received little attention compared to

farmers’ risk attitude [44].

The benefits of including tactical response options in a farm model are often greater than the

benefits of including risk aversion were hypothesized by Pannell et al. [33]. The importance for

strategic choice of accounting for the opportunities to tactically respond to outcomes of risk

provided by each strategy has attracted attention [43]. Regardless of whether farmers are

averse to risk, prefer it or are ambivalent about it, they tactically adjust their farming strategies

as the outcomes of risk relating to seasonal conditions, prices and other sources of risk become

known [45]. This is what constitutes embedded risk [35].

1.7. Embedded risk

Evaluation of farmers’ risk attitude mostly addresses non-embedded risk where activities are

assumed to have known resource requirements but to yield uncertain returns, as a result of

physical yield or output price uncertainty [46]. In many situations, however, farmers face

“embedded risk” [35], where they have the opportunity to make sequential decisions and

adjust the timing and methods of their activities as a season progresses and more information

on uncertain events or occurrences becomes available. Embedded risk allows for adjustments

to be made to farming operations tactically to suit the conditions as they develop, that is, to

make management changes within a season. Figure 2 below was obtained from Ref. [35] to

simply illustrate a decision tree notion of options or choices within a season.
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An argument was made by Hardaker et al. [35] that modeling farming system considering

non-embedded risk is inadequate since it assumes that it is realistic to model a system as if all

decisions (e.g., X1) are made initially and then the uncertainty unfolds subsequently in terms

of risky consequences (e.g., E1) of the choice taken. In an embedded risk scenario, decisions are

segregated into those taken initially (e.g., X1) and those taken at a later stage (e.g., X2) when

some information on uncertain events (e.g. E1) has unfolded. Most real decisions about farm-

ing systems have the characteristics of the second case where farmers respond tactically as

information on uncertain events becomes available. Despite this reality, many mathematical

programming models (MP) addressing decision-making in agricultural systems have either

ignored risk or have treated it as non-embedded [35] pointed to the complexity of modeling

embedded risk as the main cause of this omission. The importance of embedded risk is to

complex, diverse, and risk prone agriculture was examined by Dorward and Parton [47]. They

discussed risk such as uncertain climatic behavior, pests and diseases as well as output price

risk in agriculture. They then described how a farmer could respond to the uncertainty as the

season progressed and more information became available as shown in Figure 3.

The work by Pannell et al. [33] hypothesized that the benefits of including tactical response

options in a farm model are often greater than the benefits of including risk aversion. This is in

line with studies by Kingwell et al. [32] and Marshall et al. [44], Kingwell et al. [32] found that

modeling tactical adjustments resulted in the identification of an optimal farming strategy

expected to be 20.0% more profitable on average than the strategy that would have been

identified considering a non-tactical approach. Modeling risk aversion was found to result in

the identification of an optimal strategy that had only 2.0–6.0% higher CE than the strategy

that could otherwise have been identified [43]. The study by Marshall et al. [44] in supporting

the hypothesis by Pannell et al. [33] noted that, failing to account for risk aversion would not

affect the strategy chosen; however, failing to account for tactical adjustments would lead to

the choice of a sub-optimal strategy. Their research investigated the optimal reticulation strat-

egy in relation to the storage of irrigation water. Alternative strategies were modeled assuming

Figure 2. Embedded and non-embedded risk decision tree [35].
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farmers to be either risk-neutral or averse (within bounds). The strategy determined to be

optimal under the assumptions above was then compared against the optimal solution when

the model allowed for tactical adjustments. They showed that failing to account for tactical

responses would lead to the choice of a sub-optimal strategy, costing the farmer about $3,100

Australian dollars in present value terms. In contrast, failing to account for risk aversion would

not affect the strategy chosen. This confirms the observation made by Hardaker et al. [35] that

there are potential dangers in ignoring the benefits and costs of tactical choices allowed by the

strategies being evaluated. To confirm the importance of including tactical response options in

farm models [46] emphasized the need to undertake further studies. The research from this

chapter findings was extracted contributed to the critically needed information on the impor-

tance of including tactical response options in farm models.

The findings by Antle [45] demonstrated that seasonal variation affects both risk-averse and risk-

neutral farmers’decision-making. Risk-averse farmers adopt long-term farming strategies which

show preference for lower but stable income. The study by Kingwell et al. [32] established that

most farmers are risk-averse. Both risk-averse and risk-neutral farmers make tactical adjustments

to their farming strategies in response to short-term seasonal conditions. There are potentially

two facets to the value of climatic information used to make these adjustments. Firstly, they allow

for improvement in expected income for all farmers, and secondly, they can reduce the cost of

risk for farmers who are risk-averse [32].

Agricultural economists have invested more resources in studies of the longer-term implications

of seasonal variation for risk-averse farmers with much less emphasis going into short-term

Figure 3. Tactical responses to uncertainty [47].
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(within season) tactical decisions [32]. The work by Mjelde et al. [48] demonstrated that even

where models allow for seasonal variation and risk-aversion, the common practice has been to

ignore the potential for tactical adjustments to the farming strategy according to short-term

conditions. The result is an underestimation of the profitability of some strategies [34] and

inconsistent production function parameter estimates [45].

2. Risk sources and management strategies in dryland

pastoral systems in New Zealand

The researches by Martin [49, 50] identified a range of risk sources and corresponding man-

agement strategies in a wide variety of farming systems in New Zealand, including both

irrigated and dryland pastoral production systems. Results from Ref. [49] survey-based study

of pastoral farmers ranked change in products prices as being the most important risk source.

Changes in world economic and political situations, changes in New Zealand economic situa-

tion, changes in input costs, rainfall variability, pests and diseases (for deer farmers), changes

in producer board policies (for dairy and deer farmers), changes in government laws and

policies (for deer farmers) and risks associated with accidents or health problems were the

other risk sources identified by farmers in the pastoral sector as being important. A previous

survey-based study involving dryland sheep farmers on the Canterbury Plains by Boggess

et al. [53] identified the three most important risk sources as rainfall, livestock/product prices,

and the world economic and political situation.

All the three groups of pastoral farmers surveyed by Martin [49] noted that routine spraying

and drenching and maintaining feed reserves were the most important risk management

responses. Low debt level was considered important in risk management as was managing

capital spending and maintaining short and long-term flexibility in farming operations. Addi-

tionally, sheep, beef cattle and deer farmers utilized market information, spreading sales and

investing in more than one enterprise as important risk management strategies. The work by

Harris et al. [51] singled out use of animal feed reserve to be the most important risk manage-

ment strategy, followed by production flexibility, market information and pacing of invest-

ments and expansion.

It is Gray et al. [52], who classified risk management strategies into three broad categories;

those targeted to feed supply, feed demand and marketing decisions. They went further to

suggest farmers need to design their systems to cope with these production and market risks.

In coping with production risk, farmers have to increase feed supply over the summer and

autumn, and target to transfer feed from the spring to the summer-autumn and winter

periods, significantly reduce feed demand over the summer-autumn period, protect capital

stock live weights and ensure adequate pasture cover levels at lambing.

To eradicate and/or reduce the negative impact of market risk [52], suggested that farmers

should: aim for the sale of stock in periods when most other farmers are not selling, target to

finish the bulk of stock rather than sell stores, target to purchase stock at times when other

farmers are not buying, and generate adequate feed reserves that can be used to delay stock
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sales in drought until such a time as the markets improves. They identified four main tactical

adjustments to cope with variation in feed supply within years. These were a need for a

sophisticated monitoring system that quickly identifies problems or opportunities, a plan with

clear targets that monitored data can be compared against, a historical database of climatic and

farm performance data, and a broad set of contingency plans and associated decision rules to

determine the best option to implement for the existing conditions.

Other risk management strategies have been suggested by different authors such as geograph-

ical dispersion by Boggess et al. [53] where farmers buy land in areas where summer produc-

tion circumstances are good. This strategy would be expected to reduce market risk but it may

come with increased financial risk [52]. The study by Finlayson et al. [4] identified destocking

as the most used strategy in drought with farmers preferring to dispose of stock instead of

incurring the cost of supplementing animals or grazing them off. Other options used in

response to dry conditions have been summarized by MAFPolicy [54] as rotational grazing,

maintenance of buffer stock, wintering dry ewes and reducing replacement numbers to match

feed supply.

Research by Bywater et al. [55] identified the possibility of rainfall decreasing during late

spring and early summer to a point where grass growth ceases as a major source of risk in

dryland pasture systems and suggested that important variables in managing this risk are fast

lamb growth rate and the flexibility to change feed demand (by destocking) or feed supply (by

feeding supplements) rapidly when conditions dry out. Lamb growth rate is important

because the risk of dry conditions and reduced feed supply increases as the season progresses

and faster growing lambs have a higher chance of being drafted before conditions change.

A key variable in lamb growth rate is feed quality. Use of alternative pasture species has been

identified as having potential to improve the profitability of hill country farms by Korte and

Rhodes [17] so long as the improved pasture production and quality can be captured by

livestock in a profitable way. The study by Fraser et al. [56] also investigated improved pasture

species under dryland conditions and showed an increase in lamb growth rate and rate of

drafting compared with conventional pastures but noted a lower persistence of the improved

pasture species. Other studies that placed emphasis on high-quality feed particularly during the

pre-weaning period were those by Kinnell [57] and Gray et al. [52]. However, unlike the research

from which the information presented in this chapter was obtained from they did not consider

use of alternative pasture species to achieve high-quality pasture during lactation. The research

by Grigg et al. [58] showed that managing subterranean clover to maximize yields increased

subterranean clover content to 40–60% of sward dry matter content over spring. This resulted in

increased lamb growth rates from 258 to 350 g head-1 day-1, lamb weaning weights from 29.6 to

40.0 kg and lambing percentage from 108 to 140% through improved ewe weaning weights. The

benefits were as a result of more than 7 years use of a range of strategies including application of

fertilizer and lime, property sub-division and subsequent improvement, building up a subterra-

nean clover seed bank, controlled grazing of seedlings in autumn, spelling for 2 months pre-set

stocking, and managing spring seed head development.

Research by Avery et al. [59] proposed use of lucerne in dryland systems allowing farmers to

grow and finish stock faster over late spring, summer and autumn compared to traditional
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pastures. The advantage they noted was that lucerne produced higher quality feed as well as a

greater quantity over drier months and is more persistent in dryland environments. By exten-

sion the downside in use of alternative pasture is the limited feed supply (reduced production)

over winter which [59] addressed through the use of Omaka forage barley and annual rye-

grass. Financial benefits of the change from a conventional feed supply system reported by

these authors have been dramatic.

The field trial carried out by Bywater et al. [60] to investigate and demonstrate key aspects of

high performance sheep systems in dryland environments had an emphasis on high pasture

quality and utilization, use of breeding ewes selected for low bodyweight and high fecundity

(high efficiency ewes [61], and inclusion of flexible management strategies to allow rapid

destocking as soon as conditions became dry. The trial considered most of the risk manage-

ment strategies and flexibilities discussed above.

The information contained in this chapter extended the trial of Bywater et al. [60] to further

evaluate risk management strategies and flexibilities by varying stocking rate, pasture combi-

nations, flexibility options and soil moisture levels used to initiate destocking/sale response.

Risk management strategies considered include:

• Early lambing of older ewes to allow early weaning and sale

• Use of 2-yr-old cattle to assist in maintaining low residuals in sheep pastures and as a

readily sellable stock class

• ‘2 yr’ ewes instead of cattle with majority lambed early

• A paddock of lucerne in grass dominated systems to extend feed supply in dry conditions

• All stock sold before the end of the year

• Use of supplements and grains when absolutely necessary

2.1. Integrating a framework for implementation of tactical decisions in grazing

systems models

As noted previously this chapter was extracted from a research that was carried out in dryland

farming system and therefore constituted a good case study to demonstrate the efficiency of

integrating tactical responses in agricultural systems. Dry land farming on the east coast of

New Zealand is subject to significant climatic variability. In the location of this study on the

Canterbury plains, winters are normally cool and wet and summers warm and dry, although

not always so. Spring and autumn can either be wet or dry, warm or cool. The typical pattern

of pasture growth is one of very low growth during winter because soil temperatures are too

low even though there may be sufficient moisture, accelerating growth from mid August as

soil temperatures start to increase, reaching a peak around October/November followed by an

abrupt drop in growth as soils dry out because of a lack of rainfall in summer (anytime from

October onwards), a resurgence of growth with the autumn rains in April/May and a return to

low growth again as temperatures drop from June onwards. However, spring growth may be

delayed because of cooler or dryer conditions than are typical; spring/summer growth may
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cease early if there is little rainfall after September or it may continue throughout the season if

there is a wet summer; there may or may not be autumn rain. Dryer, cooler conditions early in

the season (September/October) may be followed by wetter, milder conditions later (November/

December) so that growth patterns can be almost reversed. There have been some years, such as

the 1988–1989 drought when there was no rain for 18 months.

From a pastoral livestock perspective, there is generally adequate grass growth in most years to

support production from August through to anytime after October when soils dry out and grass

growth stops. This provides a 3–5 month ‘window of opportunity’ for production and most

farmers aim to lamb in August/September and have the majority of their lambs finished before

Christmas. There is the very strong possibility that lambs remaining on the farm after December

will not grow well because of inadequate feed quantity or quality, and with typically falling

prices from November onwards, it is often better to sell lambs as store stock early than keep

them in the hope of finishing them for the works, only to be forced to sell them as stores later.

From a production and profitability perspective then, perhaps the most difficult period of

uncertainty and risk is the time at which conditions dry out in spring/summer and grass

growth ceases. Most commentators note that farmers generally wait too long to respond to

drying conditions in the hope that there will be some rain, grass growth will recover, and they

will be able to put more weight on their lambs before sale. The second most difficult period is

autumn in terms of providing adequate feed quantity and quality to flush ewes to ensure high

lambing percentages in the following season. This can be exacerbated if lambs are retained,

grow slowly over summer, are held too long and start to compete with ewes for the best

available feed during flushing.

Decisions on the stock type and number of animals of each type to retain on the farm introduce

a complexity in managing the grazing system to achieve optimal productivity and profitability

due to this seasonality and annual variability of forage production. Timely decision-making

and subsequent actions are crucial to the survival and profitable running of high-performance

dryland grazing sheep systems in these climatic conditions.

In order to evaluate different tactical responses to climatic conditions in this situation, an

algorithm was developed to carry out destocking and marketing decisions where productivity

and profitability are highly influenced by climatic variability. The algorithm is designed to be

actioned when soil moisture level reaches a predetermined trigger value indicating the (tem-

porary) cessation of pasture growth and to respond to an assessment of current feed availabil-

ity on the farm and the prospect of rainfall which will stimulate utilizable pasture growth in

time to feed the animals on hand.

2.2. Design, development and implementation of the destocking algorithm

A generic destocking and marketing algorithm were designed and implemented to assist in

making tactical destocking and marketing decisions. The aim was to evaluate the effects on

productivity and profitability of alternative management responses to different scenarios with

respect to feed availability and current and prospective climate conditions, and different

trigger values defined as different levels of soil moisture.

Theory and Application on Cognitive Factors and Risk Management - New Trends and Procedures46



Figure 4 shows diagrammatic representation of the algorithm. Based on the time of the season, the

target trigger level for soil moisture, current and projected feed demand/supply, prospects of rain,

severity index and producer defined stock disposal priority, the algorithm calculates the optimal

destocking and marketing option. Tests run from left to right of the diagram. The algorithm loops

back to the beginning (time in the season) whenever a condition is not met (e.g., a value below the

desired date when destocking and/or marketing action(s) should be activated). The algorithm

repeats the process after a defined period (e.g., 7 days from the last test date).

The illustration below shows the pseudo code implementation of the destocking algorithm.

Definitions:

Ti: series of decision times

Mi: soil moisture at time Ti

TM: targetmoisture

TMLevels 1–3 are 10, 12.5 and 15% of the top 25 cm soil respectively

Sji: stock class j on the farm at time Ti

where j = 1,…,5 represents capital ewe, lambs, cull ewes, 1st cycle ewes, and

cattle stock classes respectively

Nji: number of animals in stock class j at time Ti

Fi: farm feed supply at time Ti

Rji: corresponding stock class feed requirement at time Ti

Dji: total animal feed demand at time Ti

Figure 4. The destocking and marketing algorithm.
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Dji ¼

X

5

j¼1

Rji�Nji

PRi: the probability of substantial rain falling at time Ti

where PRi is one of high, medium or low defined as follows:

High: High chance that a rain event occurs and that the amount is enough to

cause pasture growth that can sustain animals on a farm

Medium: Moderate chance that a rain event occurs and that the amount is

enough to cause pasture growth that can sustain animals on hand

Low: Low chance that a rain event occurs and that the amount is enough to

cause pasture growth that can sustain animals on hand

SIi: severity index at time Ti

where SIi is one of high, medium or low defined as follows:

High: feed days available limited and chance of substantial rain falling low

Medium: feed days available limited and chance of substantial rain falling

moderate

Or

feed days available unlimited and chance of substantial rain falling low

Low: feed days available unlimited and chance of substantial rain falling

high

Pki: stock class corresponding to feeding priority k at time Ti

where k = Pk1–5 is Sj1, Sj2 Sj3 Sj4 and Sj5 and Sj1, Sj2 Sj5 Sj4 and Sj3 for pre- and

post weaning respectively

Adi: destocking action d at time Ti

where d = 1,…,3 represents destock heavily, low to moderate destocking and

do not destock now respectively

Algorithm

Function destock()

For times Ti, =0,…, end in steps of 7 days

If soil moisture (Mi) < target (TMi) then

Calculate Fi

Calculate Dji for each stock class j from Ti to Ti+1

Calculate total animal feed demand
X

Dji

� �
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Evaluate feed situation (compare total animal feed demand with Fi)

Get the probability of substantial rain falling (PRi)

Calculate the severity index (SIi)

If SIi is equal to highthen

Destock heavily (Ad1)

Else if SIi is equal to mediumthen

Apply low to moderate destocking (Ad2)

Else if SIi is equal to low then

Do not destock now (Ad3)

Else do nothing

Return output

2.2.1. The destocking algorithm

Running the destocking and marketing algorithm under four potential feed scenarios on a

given farm resulted in Figure 5. Figure 5A represents a scenario where feed available is more

than enough to feed all stock types on the farm, Figure 5B shows a feed situation where the

farmer can feed the capital stock sufficiently and remain with some feed which can be utilized

by a proportion of non-capital stock. Under the scenario depicted by Figure 5C, the producer

would only be able to retain the capital stock on the farm as the feed available is just enough to

meet the requirements of those stock. The situation represented by Figure 5D means the

farmer has either to buy supplementary feed for the breeding stock (capital stock) if a decision

is made to retain part or all of the capital stock on the farm, sell a certain proportion of the

stock or acceptably underfeed the capital stock. There is also a possibility of combining any

two or more of the response noted above to reduce capital stock feed demand on the farm.

Scenarios A, C and D are easier to deal with than scenario B. For instance, in case A, non-

capital stock would be sold according to the desired target drafting weight and any extra feed

could be sold or conserved for future use. Feed circumstances described by scenario C dictates

that the producer can only feed the capital stock and so any other stock on the farm has to be

disposed if the cost of buying feed to maintain them is greater than the benefits (i.e., loss

avoidance). Under scenario D, feed has to be bought into the farm to feed the capital stock.

The other alternative would be to sell a part of the capital stock to release feed required to take

the remaining number of animals on the farm to the end of the season.

The feed profile for scenario B can be considered to fall between scenarios A and C, allowing it

to be defined within maximum and minimum constraints. Figure 6 shows the minimum

(requirements for capital stock) and maximum (reference profile) constraints. The area

between the two constraints represents the feed needed to supply nutrients required for non-

capital stock to the end of the season. The minimum constraint is more important since it is the
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minimum feed required to supply the capital stock to ensure acceptable levels of (re)produc-

tion in the following season.

The curves presented in Figure 6 were obtained from implementing the destocking and

marketing algorithm. There are two options available to a farmer faced with feed scarcity as

shown in Figure 6. At any given point in time when conditions dry out, depending on the

current feed demand and supply and the prospects of receiving sufficient rainfall to generate

Figure 5. The four potential animal feed demand and supply scenarios (A–D) under a grazing system.

Figure 6. Results from the destocking and marketing algorithm feed profiles.
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enough pasture growth to supply the anticipated feed deficit, the farmer could retain the stock

on hand and follow a predetermined marketing policy to the end of the season or until

conditions dry out again. However, if there is little prospect of rain falling and the feed

available cannot carry the stock on hand to the end of the season, the producer may opt to

destock to match the feed demand and supply. For the example presented here, the farmer

would only be able to retain stock on hand for 61 days (between day 304 and 365) if no action is

taken to destock the farm and there is no rain. If on the other hand the farmer’s decision is to

destock the farm, the algorithm should ensure that the feed available is utilized optimally, that

is, no feed remains on the farm at the end of the season following destocking. Optimal

solutions should map the feed profile curve as close to the minimum constraint as possible

following destocking. The current algorithm was able to satisfy this requirement as no feed

remained on the farm at the end of the season (the February 28; in the context of this study) as

shown in Figure 6 (feed available at time t).

2.2.2. The ‘severity index’

The combined effect of current feed demand and supply and the probability of sufficient rain

falling to stimulate pasture growth were incorporated in the algorithm by developing a

severity index (SI) as a guide to how aggressive the farmer should be in responding to any

given situation.

Soil moisture level is a balance between the addition of water (through rainfall or irrigation) and

loss through evapotranspiration. If there is no rain falling or irrigation being applied to replace

the lost water, the soil moisture falls to the extent that plants reduce growth and ultimately wilt

and die [53]. A survey presented by MAFPolicy [54] indicates that at least 65.0% of farmers take

current crop condition and forecasted weather into consideration with respect to the state of the

soil moisture on their farms for the purposes of feed planning. The survey concluded that the

majority of farmers considered the state of the soil and the crops, and how the two might change

given the weather forecast in their management decision-making. This approach was used to

develop the SI. In addition to the soil and pasture conditions and weather forecast, a feed budget

to the end of the season is calculated. This ensures that the index is not just responsive to the

current feed situation but rather to the combined effect of the current and prospective feed

supply/demand situation and the possibility of receiving rainfall.

The algorithm is designed to scan rainfall forecasts for a user defined number of days ahead of

the test day. With the rain forecast obtained, an approximation of the quantity of additional

feed resulting from the rainfall is made. An analysis is then done to determine whether the

feed at hand is enough to carry the animals at hand to a time when the projected feed resulting

from the rainfall event(s) is available, and this modifies the SI. It is important to note, however,

that the prospect of rainfall does not change the amount of feed available at the test day, rather

it results in an approximation of feed available at and after the time the rainfall event(s) occurs.

Weather forecast data are readily available in New Zealand from the National Institute of

Water and Atmospheric Research Ltd of New Zealand (NIWA). Where the algorithm is used

as a standalone decision aid, forecasts of the prospect of receiving rainfall in a future period are

assumed to be obtained from NIWA. In the context of the simulation, a 28 days rainfall forecast
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was utilized, but due to the fact that the study was based on historical weather data for the 19

years of analysis, it was assumed that rainfall records for 28 days after the test day were

indicative of such a forecast. The ‘forecast’ was thus read from climate data input files. Note

that the severity index has no bearing on the calculation of current feed demand or supply, it

simply alters the aggressiveness or otherwise of the response to the current feed situation.

Three levels of severity are defined in the index as low, medium or high. For independent use

by farmers, a severity ranking can be assigned by the user according to their production

circumstances and experience. But generally, if the farm feed situation and/or the prospect of

rain falling is good, severity is considered low. The reverse holds for high severity. Given an

evaluation of the severity, the algorithm responds differently in terms of destocking. For

instance, if the severity is low, even if the feed available cannot carry the stock on hand to the

end of the season, animal disposal can be delayed which may result in feed available falling

below the minimum constraint trajectory.

Figure 7 shows a feed profile curve resulting from a sequential evaluation of the algorithm

behavior in the light of encountering the three potential levels of severity. The assumption is

that in areas with high climatic variability, it would be possible to experience two or three SI

circumstances within a season. The shape of the resultant curve shows that the algorithm is

able to respond dynamically to varying severity index levels within a season. At the point

marked high on the curve, the algorithm ranks the pasture availability and rainfall probability

situation as highly severe, resulting in a heavy destocking (sharp rise noted on the feed profile

curve at the decision point) to correct the situation. Under a situation of medium severity, it

would be expected that only a certain proportion of the non-capital stock would be retained on

the farm since the index is assigned relative to feed demand and supply. This means that the

anticipated rainfall and/or current feed situation would still be limiting but to a lesser degree

Figure 7. Feed profile for a farm situation where the three severity circumstances are encountered as indicated on the

graph.
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compared to the high severity scenario. Under low severity, it would be possible to retain all

non-capital stock and follow the target marketing strategy, assuming the low severity status is

maintained through the season.

2.2.3. Testing the destocking and marketing algorithm

A hypothetical farm was defined and different feed scenarios tested using the destocking and

marketing algorithm. The farm’s overall objective was to maximize productivity and profitability

through finishing as many lambs as possible. The farm had a total of 1099 ewes divided into a

main ewe mob and a first cycle ewe mob tupped to lamb 3 weeks earlier. The total number of

ewes in the first cycle ewe mob (older ewes) was set at 241 or approximately 22.0% of the entire

ewe flock. It was also assumed that culling occurred at 16.0% of the total ewes on the farmwhich

totals to approximately 176 ewes. The first cycle ewes were either selected from the cull ewes

considered to be in good condition or sourced from outside the farm through purchase. The

combined lambing percentage for both ewe mobs was taken to be 155.0% which translates to

approximately 1700 finishing lamb assuming no lambs losses occur pre- or post-parturition. In

addition to the sheep flock, a total of 120 head of cattle were bought onto the farm in autumn

(during May). The cattle and old ewes were considered to provide flexibility options for risk

management and could be sold off at any time depending on the feed situation on the farm.

The key options available to a farmer for balancing feed supply and demand in a grazing

system in the face of climatic variability partly relate to animal categories on the farm and the

economic efficiency of retaining a particular stock type for a longer period on the farm. The

first consideration is normally to supply the capital stock (breeding ewes) with sufficient feed

to maintain acceptable levels of future (re)production performances before considering

retaining any other stock type. Figure 8 shows stock-type retention priorities for the hypothet-

ical farm as the season progresses.

These stock disposal priorities are based on the policies adopted by the Silverwood farmer

reference group for operation of the Silverwood innovative sheep systems trial [51]. Further

details of the philosophies and operating policies for the farm units included in this trial are

presented in Ref. [55].

It was considered more economically efficient to keep un-weaned cull ewes and their lambs for

longer than growing cattle when faced with a feed deficit prior to weaning as shown in

Figure 8 due to the benefits obtained through higher growth rates from suckling lambs.

However, once the main mob is weaned, it is more profitable to sell off the cull ewes compared

to selling the growing cattle which have the potential to continue gaining weight. In a scenario

where cull ewes have been sold and a producer faces a feed deficit and the only potential stock

types available for disposal includes growing cattle and lambs, it would be more economically

efficient to sell the growing cattle. In extreme cases, such as is in a developing drought

situation, the producer’s choices are limited after sale of all disposable stock types (that is―

cull ewes, cattle and lambs) and the only options would be to (i) buy feed to supplement

breeding stock (capital stock) if a decision is made to retain all or part of the capital stock on

the farm, (ii) sell all or part of the stock or (iii) acceptably underfeed the capital stock which can

be also considered as the wait and see strategy (A.C. Bywater, pers com).
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Table 2 shows sample potential decision rules for the hypothetical farm based on different feed

and moisture level circumstances. The table is divided into four sections. Items in the top two

sections represent a list of conditions to be tested and the respective condition values. Items in

the bottom two sections show the list of potential actions and the actions taken in response to

results from the tested conditions. The sample lists a total of 17 distinct decision rules each

represented by a column. Each decision rule (column) is a unique combination of a set of

conditions-value(s) and the action(s) to be taken correspondingly. For instance, the first decision

rule tests whether tailing has occurred. If tailing has not been carried out, the algorithm loops

back to test tailing after a period of 1 week. However, if tailing has occurred, it proceeds to test

whether the current date is less than 31st October. If current date is less than 31st October, a soil

moisture test is carried out and compared to target trigger values of 10.0, 12.5 and 15.0% by

volume in the top 25 cm of soil. A value below any of the target trigger values causes the

algorithm to do a feed profiling analysis giving dates when destocking should be done to make

it to the end of the season. A moisture level above the target trigger values causes the algorithm

to divert from the feed profiling analysis to a test aimed at establishing the proportion of lambs

whose weight is greater than the target drafting weight (DW) for drafting.

In scenarios where moisture level is above the corresponding target trigger levels of 10.0, 12.5

and 15.0%, tests for feed available for animals on hand are not implemented; rather the

proportion of the lambs weighing greater than target weaning weight (WW) and the average

lamb LW (ALW) are tested irrespective of the results of the current date test. If more than

10.0% of lambs are heavier than the target DW and the ALW is lower than the target WW,

lambs are drafted. Where less than 10.0% of lambs are heavier than the target DW and the

ALWof the lamb crop is higher than the target WW, lambs are weaned.

A delay occurs between the time a producer opts to sell stock and the actual killing space

allocation. An average of between 7 and 10 days delay has been suggested as the time between

Figure 8. Stock-type disposal priority for the hypothetical farm with the progression of the season.
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killing space booking and allocation in late spring through summer for the Canterbury region

of New Zealand (A.C. Bywater, pers com). However, the delay is dynamic ranging between 7

and 12 days.

3. Results

Figure 9 presents results for the algorithm test for the hypothetical farm described above.

When feed available was enough to feed the non-capital stock to the end of the season, all

Destocking responses 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Tailing has occurred? N Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y

Current date < 31st October? - Y Y Y Y N N N N N N N N N N N N

Soil moisture below target level? - N Y Y Y - - - - - - - - - - - -

Enough feed for capital stock to a target time in

the season?

- - Y Y N - - - - - - - - - - - -

Enough feed for non-capital stock to a target time

in the season?

- - Y N - - - - - - - - - - - - -

10% of the lambs > Target DW? - - - - - N Y N Y N Y N Y - - - -

Lamb avg wt > Target WW? - - - - - N N Y Y N N Y Y - - - -

Current date < 15th December? - - - - - Y Y Y Y Y Y Y Y N N N N

Current date > 15th December? - - - - - - - - - - - - - Y Y Y Y

Soil moisture below target level? - - - - - N N N N Y Y Y Y - - - -

Enough feed for capital stock to a target time in the

season?

- - - - - - - - - Y Y N N Y N Y N

Enough feed for non capital stock to a target time

in the season?

- - - - - - - - - Y N - - Y - Y -

Current date < 28th February? - - - - - - - - - - - - - - - N -

Buy feed or sell part of the capital stock - - - - X - - - - - - X X - X - X

Sell a proportion or all animals in non-capital stock

type with no feed allocation

- - - X - - - - - - X - - - - - -

Draft mobs - - - - - - X - X - X - X - - - -

Wean mobs - - - - - - - X X - - X X - - - -

Wean all mobs - - - - - - - - - - - - - X X X X

Set draft fortnightly for all mobs - - - - - - - - - - - - - X - X -

Sell all non-capital stock - - - - X - - - - - - X X - X X X

Reset and start again X X X X X X X X X X X X X X X X X

Where N = no, Y = yes, and X the corresponding marketing and/or destocking response.

Table 2. Destocking and marketing policies decision rules table for the hypothetical farm.
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stock classes were retained on the farm, and disposal was only as a result of sale following

attainment of target drafting weight as shown in Figure 9A. This scenario simulates a farm

situation where feed available is not limiting which means the destocking and marketing

algorithm is able to respond to the planned marketing regime. For instance, all cattle were sold

off at the end of the year which was the target marketing policy for the hypothetical farm.

In all cases, cull ewes are sold off the farm after weaning as shown in Figures 9A–C, while the

1st cycle ewes were retained on the farm in anticipation of a better than average pasture

growth in the following season. In essence, culling could be carried out on the 1st cycle ewe

mob with replacements being sourced from cull ewes deemed to be in better (re)production

condition than animals in the 1st cycle ewe mob.

Figure 9D represents a situation where the farm cannot support all the lambs to finishing. It is

notable that the height of the column representing the number of animals is shorter compared

to the other three cases (Figure 9A–C).

Figure 10 shows the feed requirements corresponding to the number of animals presented in

Figure 9. Generally, feed requirements follow the same pattern as the number of animals. The

high number of lambs is reflected by high feed requirements especially toward the start of the

season but as the season progresses and as more lambs are sold off, their requirements reduce

and are overtaken by the cattle and 1st cycle ewes’ requirements.

Figure 9. Animal number retained on farmwhen 100% (A), 75% (B), 50% (C), and 25% (D) of required feed is available for

the non-capital stock.
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Unlike lambs and cattle, cull and first cycle ewe mobs were sold ‘all or none’depending on the

feed availability. For example, if a mob had a total of 100 ewes and the feed available is enough

to maintain 80 ewes, the mob was sold off entirely. Assuming that lamb feed requirements

have been satisfied, such a production circumstance led the algorithm to retain a certain

number of cattle that can be fed using the feed saved from selling the entire ewe mob (i.e., feed

for the 80 ewes). This algorithm capability ensures that no feed is unutilized irrespective of

stock type prioritization.

4. Conclusions

Based on the destocking and marketing policies of the hypothetical farm, the algorithm

reproduced well the projected and desired results. In general, the algorithm reported here can

be used in any grazing system. In order to be used as a stand-alone decision aid, the farmer

would be required to provide a stock type prioritization list, an estimate of the feed available at

the time, and his or her estimate of the prospects of rainfall, presumably based on official

current forecasts (from NIWA in the case of New Zealand). The algorithm has been incorpo-

rated into the LincFarm grazing system model [4, 6] model and an evaluation of the extended

model carried out for all the new extensions before use in evaluating alternative risk manage-

ment strategies.

Figure 10. Total feed consumed by each stock category retained on farm when 100% (A), 75% (B), 50% (C), and 25% (D) of

required feed is available for the non-capital stock.
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Abstract

In projects of development and industrialization of new products or to improvement 
of the existing ones not only quality and costs but also the time of product entering the 
market and delivery time to the client are important. This can be achieved by efficient 
project management, where classic methods of project management need to be upgraded 
by elements of concurrent engineering. In this chapter, a method for risk management 
in cyclically recurrent projects is demonstrated, in which conventional models of risk 
management based on an assessment of probability of risk event occurrence and an 
assessment of their consequences are supplemented by a third parameter—assessment 
of frequency of recurrence of risk events. An important advantage of the suggested solu‐
tion lies in that a project manager and team members take into account cognitive factors, 
when managing recurrence of risk events which are usually due to poorly organized 
business processes of a company. A template was created in the Microsoft Project envi‐
ronment, by means of which the project team tested the suggested methodology on an 
example of concurrent realization of a pedal assembly of a car.

Keywords: cognitive factors, risk management, project risk, activity risk, critical success 
factors

1. Introduction

Nowadays, the companies involved in development and industrialization of new products 

or in the improvement of existing ones mostly deal with orders for a known client. The cli‐

ent not only expects a product of high quality at acceptable prices but also delivery in a term 

agreed upon [1, 2]. This means that the companies predominantly face project manufacturing 

processes instead of conventional continuous processes (Figure 1).

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
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Continuous processes run for an “indefinite time.” Based on demands of the market, they are 
used to define the necessary quantities of products, for which a process for their development 
and industrialization had been carried out before.

Project processes are carried out once or in regular intervals and are market oriented to reach 

a precisely defined goal, for a known client, usually with a higher added value. They have a 
limited expiration date.

A problem of risk management is relatively low in continuous processes, while it has a very 

important impact on the achievement of desired results/project goals in project processes.

The chapter only deals with cyclically recurring realization projects of an engineered product 

in a specific version and with projects that end with a transition to continuous production 
(e.g., engineering of a car component).

To reach a reduced time needed for product development and industrialization, strategies of con‐

current engineering need to be included in processes of project management (parallelism, stan‐

dardization, and integration), and a track‐and‐loop principle should be used to carry out activities 

[3]. Such projects will hereinafter be called concurrent product realization (CPR) projects.

Even though the strategies of parallelism, process integration, and the track‐and‐loop princi‐

ple of implementation of project activities considerably shorten the time, reduce the costs, and 

achieve higher product qualities of the project [3], they may simultaneously be an important 

cause of risk events that might jeopardize the success of a project.

Figure 1. Processes in a manufacturing company.
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The importance of managing risks of CRP projects is very high although recurrent project 

processes are in question. These are the projects that are very precisely specified as to the time, 
the cost, and the quality, and any deviation from the project plan may result in a business and 

competitive loss for the company. The client and the company usually assume a joint risk for 

a successful realization of a project and product placement on the market at the very begin‐

ning of the project.

The companies often fear that a risk analysis might cause the projects to get paralyzed or that 

by identifying the risks we would get frightened and will therefore not carry out the project. 

In fact, risk management has the following benefits for the company [4]:

• Organizational benefits relating to an increase in efficiency of project implementation—
less errors, corrections, and delays due to efficient cooperation and direct communication 
among project participants.

• Market benefits relating to success of projects—the more precisely the necessary times and 
costs for the implementation of a project are assessed, the more efficiently risks are managed, 
and the higher the earning in the implementation of a project and higher clients’ confidence.

• Strategic benefits of risk management on projects are logical if market benefits of a larger 
number of successfully completed projects are correlated and if long‐term benefits for the 
company are assessed.

Planned risk management of CPR projects makes the company more trustworthy and more 

respected. Progressive project management with an established culture of risk adoption allows 

the company to operate much more efficiently and successfully in the time of constant changes.

2. Methods of risk management of a project of concurrent product 

realization

Risks of an entire project or its activities [5] are potential events or situations that may jeopar‐

dize a planned implementation of a project. The most important in managing risk events of a 

project is use of various tools for analysis, evaluation, planning, and carrying out of measures 

to prevent or at least reduce the influence of risk events.

Several models and methods are available for managing risks of an entire project and of indi‐

vidual project activities [5–10]. The suggested risk management methods are similar to each 

other, a difference lies in a detail of subdivision of the entire risk management process to sub‐

processes. Table 1 illustrates a comparison of four various concepts [5–8], which were a basis 

for designing a model for risk management in the case of CPR projects.

The first three models are a general approach to project risk management and include meth‐

ods and techniques that are generally applicable on any project. Colin’s model proved to be 

the most appropriate basis for a development of a risk management model in CPR projects 

since individual phases of a risk analysis are very precisely defined.

A critical analysis of the discussed models and methods of project risk management supported 

by experiences in implementing projects in an industrial environment, particularly in car 
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industry, led the authors to design a method for activity risk management of a project that is 

shown in Figure 2.

In the suggested method, the analysis of project risks and their activities is carried out in 

seven consecutive steps:

Step 1. Preliminary analysis of project risk management.

Step 2. Project risk identification/assessment.

Step 3. Activity risk identification/assessment.

Step 4. Qualitative and quantitative analysis of activity risks.

Step 5. Planning risk management measures.

Step 6. Monitoring, recording, control, and taking measures.

Step 7. Analysis, evaluation, and archiving.

Compared to the reference models of project risk management [5–8], the suggested methods 

differ in the following items:

• A phase of project risk analysis is separated from the project activity risk analysis.

• Assessment of risk parameters and a method for the assessment of project activity risks are 

logically linked to each other.

• A two‐dimensional (for one‐time projects) and a three‐dimensional (in cyclically recurrent 

projects) level of activity risk can be calculated.

PMBOK 2013 PRINCE2 DOD Risk management COLIN

Plan risk management Identify risk Identify risk Risk content

Identify risks Preliminary risk identification

Detailed risk identification

Perform quantitative risk 

analysis

Assess risk Risk analysis Detailed risk analysis

Perform qualitative risk 

analysis

Risk mitigation planning Detailed risk evaluation

Plan risk responses Risk plan Risk mitigation plan 

implementation

Risk treatment planning

Prepare risk management plan

Monitor and control risks Implement and 

communicate

Risk tracking Risk monitoring and control

Review

Table 1. Overview of several models for project risk management.
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Figure 2. Risk management method of CPR projects.
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• The use of a table of critical success factors is suggested for a qualitative and a quantitative 

analysis and for planning and monitoring preventive and corrective measures.

• Evaluation of project activity risk management and formation of new knowledge based on 

experience obtained from a completed project are emphasized.

When designing the suggested risk management model of CPR projects, we predominantly 

relied on the Colin’s concept [8], therefore, Table 2 shows the main differences between them.

Apart from the steps of performing a project risk analysis and a project activity analysis, the 

suggested method includes the most often applied work methods that a project manager and 

a project team can use in the implementation of an individual step of the risk analysis.

In literature, different processes and methods for risk management of project activities were 
proposed, but we did not notice any solution where cognitive factors and risk management of 

Steps of the Colin’s model Steps of the suggested model Differences

1. Establishing a context 1. Preliminary analysis of project risk 

management

 – Steps 1 and 2 of the reference 

models are combined in one step 

in the suggested model

 – Preliminary analysis of the sug‐

gested model refers to the entire 

project

2. Preliminary risk analysis

3. Detailed risk identification 2. Project risk identification  – Step 3 of the reference model 

is logically divided into a risk 

analysis of the entire project and 

then to a detailed analysis of risk 

activities

3. Activity risk identification

4. Detailed risk analysis 4. Qualitative and quantitative 

analysis of activity risks

 – Assessment of risk parameters 

and risk evaluation are logically 

connected

5. Detailed risk evaluation

6. Risk treatment (planning) 5. Planning risk management 

measures

 – Planning measures are carried 

out based on risk evaluation, so 

two steps are not necessary

7. Prepare risk management plan

8. Risk monitoring and control 6. Monitoring, recording, control and 

feedback

9. Review 7. Analysis, evaluation, and archiving  – In the suggested model, emphasis 

is placed on evaluation and 

formation of knowledge based 

on experience obtained from the 

completed project

Table 2. Overview of differences between the discussed risk analysis models.
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concurrent product realization were connected. Most of the methods are based on two‐dimen‐

sional risk analysis, therefore, we suggest a use of third factor—assessment of frequency of 

recurrence of risk events.

To the basic Microsoft Project software, a Monte Carlo method can be added, but this solution 

is insufficient for integration of cognitive factors with risk analyses.

Based on these facts and the experiences from real industrial environment (especially auto‐

motive industry), new individual steps of the suggested method for managing cyclically 

recurrent project activity risks with respect to cognitive factors are described with an empha‐

sis on a detailed description of solutions suggested by the authors for the implementations of 

Steps 4 and 5.

2.1. Preliminary analysis of project risks

A project team conducts a creativity workshop to establish possible project risks with respect 

to strategic, organizational, and project goals. The team also analyses the stakeholders’ impact 

on risks.

The risks are divided into business‐related and project‐related risks. Business‐related risks 
especially have influence on a decision, whether a project is feasible or reasonable, whereas 
project‐related risks have influence on decisions how to carry out a project in the most suc‐

cessful way with respect to the goals and given circumstances.

In implementing this step, the project team uses a SWOT analysis, in which advantages, dis‐

advantages, opportunities, and dangers related to project implementation and consequently 

its risks are defined.

Based on the findings of the SWOT analysis, the project team and the client who ordered the 
project conclude whether the risk is acceptable and the project will be carried out or that there 

is too much risk involved and the project will not be carried out.

2.2. CPR project risk identification

For identifying/assessing project risks, the project team can use one of the following models [9]:

• Standard model, in which the risk is defined by two parameters: a risk event and its impact 
on the course of the project.

• Simple model, in which the risk is defined by one parameter referring to the risk event and 
its impact.

• Cascade model, in which the risk is defined by the risk event, consequences, and impact on 
the course of the project.

• Ishikawa model, in which causes and respective risk events are determined for project‐ 

related risks. The project team uses this model to identify those risk causes and risk events 

that have the greatest impact on the implementation of the project in question.
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An analysis of application of said models in real life has shown that the most adequate model 

for identifying project‐related risks of development and industrialization of products/services 

is the Ishikawa model (Figure 3) which has the following advantages:

• The companies are already acquainted with the Ishikawa model as one of efficient tools for 
total quality management (TQM).

• The model clearly illustrates why project risks occur.

• Separate risk events allow prevention.

• The model supports the cause‐effect concept.

A disadvantage of the Ishikawa model is its complexity in case of a larger project and its inabil‐

ity to show interactions between influences of the same risk event in different risk causes [9].

The Ishikawa model for identifying project risks may be used both for identifying risks of the 

entire project or individual project activities.

When identifying CPR project risks, apart from the risks that are usual for development and 

industrialization of a product, there is a strong presence of risks that may be caused by pro‐

cess complexity due to performance of concurrent engineering loops.

The risks which may be due to the performance of concurrent engineering loops may be 

caused by the following:

• Poorly defined concurrent engineering loop and the activities performed within the loop.

• Lack of knowledge and willingness to participate by various individuals who make up 

working teams who simultaneously perform activities within the loop.

• Poor communication among individuals who perform activities that are carried out in 

parallel.

• Inadequately selected communication tools.

Figure 3. Ishikawa model for identifying CPR project risks.
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2.3. CPR project activity risk identification

For the purpose of a quantitative analysis of project activity risks, a project team may use tech‐

niques of collecting and presenting the data, e. g., recurrence frequency of risk event, wherein 

the findings from previously completed similar projects are taken into consideration, or a 
method of an itemized structure of project activity risks [10]. Apart from that, the methods 

indicated in Section 2.2 may be used, especially the Ishikawa model.

The method of the itemized structure of project risks is the most adequate method for practical 

use. In this structure, the standard WBS project structure [5, 10] is expanded by risks identified 
for each individual activity. If a risk is not identifiable at a certain activity, the risk is left out. 
An itemized structure of project activity risks is shown in Figure 4.

Figure 4. Itemized structure of CPR project activity risks.
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In the concurrent product realization, the same activity may be present in two or more loops, 

wherein identical or different risks may appear in all loops.

2.4. Qualitative and quantitative analysis of project activity risks

The qualitative and quantitative analysis of project activity risks is performed by assessing [5, 7]:

• Probability of occurrence of a problem/risk event.

• Consequences of the problem/risk event.

• Determining a risk level.

To assess the probability of occurrence of a risk event, either an interval assessment scale with 

rates from 1 to 5 or a scale with descriptive probability rates [5] can be used. For simplicity 

reasons, a scale with rates from 1 to 5 is usually applied in practice.

The values given in Table 3 are used to assess the probability of occurrence of a problem/risk 

event.

The values given in Table 4 are used to assess consequences of occurrence of a problem/risk 

event.

The project team may perform a qualitative risk assessment by means of a probability and 

impact matrix [7] or can calculate a rate of project activity risk [4] based on the assessment of 

probability of occurrence of a risk event and the assessment of consequences of risk occur‐

rence. The rate of activity risk in the two‐dimensional analysis is

Estimate Probability of event occurrence—EP

1 Very little (~10%)

2 Little (~30%)

3 Medium (~50%)

Table 3. Probability of occurrence of a risk event.

Estimate Assessment of consequences of event occurrence—EC

1 Very small

2 Small

3 Medium

4 Big

5 Very big

Table 4. Assessment of consequences of risk event occurrence.
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  R  L  
2
   = EP × EC  (1)

where RL
2
 is the rate of activity risk in the two‐dimensional analysis of a project activity risk; 

EP is the probability of occurrence of an activity risk event; and EC is the assessment of con‐

sequences of occurrence of an activity risk event.

The data on the quantitative and qualitative risk analyses of a certain project activity are 

entered into the table of critical success factors as shown in Table 5.

Instead of calculating the risk rate, the project team may use the probability and impact matrix 

[7].

As this chapter discusses the risks in cyclically recurrent projects, the experience obtained 

from previously performed similar projects can be used for the assessment of the frequency 

of recurrence of risk event occurrence [4].

Example: in its product realization, a company plans activities such as client’s confirming 
documentation and samples. The time needed for the implementation of these activities is 

planned, however, a client frequently, yet not always, exceeds the planned time. Hence, this 

is a recurrent risk event.

To assess the frequency of recurrence of risk events, the authors suggest the values indicated 

in Table 6.

No. WBS code/activity/problem Event probability—EP Assessment of 

consequences—EC

Risk rate—RL
2

1. Activity 1/problem A 3 2 6

2. Activity 2/problem B 2 4 8

: : : : :

j. Activity j/problem N 4 5 20

: : : : :

n Activity n/problem X 4 5 20

Table 5. Table of critical success factors—two‐dimensional analysis.

Estimate Assessment of event recurrence frequency—ER

1 Never

2 Very rarely

3 Rarely

4 Often

5 Very often

Table 6. Assessment of recurrence frequency of a risk event.
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The level of project activity risk in the three‐dimensional analysis is

  R  L  
3
   = EP × EC × ER  (2)

where RL
3
 is the level of activity risk in the three‐dimensional analysis of activity risk; EP is 

the probability of occurrence of an activity risk event; EC is the assessment of consequences 

of occurrence of an activity risk event; and ER is the assessment of frequency of recurrence of 

a risk event.

Table 7 shows an example of calculation of critical success factors for the three‐dimensional 

risk analysis.

2.5. Planning measures and risk management

Once the two‐dimensional risk analysis is completed, it should be determined—based on the 

assessment of probability of event occurrence and the assessment of its consequences, based 

on a decision matrix [5, 7]—whether the activity risk is low, medium, or high.

In the suggested three‐dimensional risk analysis, the activity risk is determined based on 

predefined boundary values of a rate/probability of risk [4]:

• If RL ≤ 24 (risk probability up to 20%), the risk is low.

• If 25 ≤ RL ≤ 60 (risk probability between 20 and 50%), the risk is medium.

• If RL ≥ 61 (risk probability higher than 50%), the risk is high.

If the risk is low, the project team does not prepare potential measures.

If the risk is medium, the project team prepares preventive measures directed at eliminating 

causes for the occurrence of risk events. If a risk event occurs anyway, the project team must 

immediately prepare corrective measures.

In the event of a huge risk, the project team prepares both preventive measures to prevent the 

occurrence of risk events (risk elimination, lowering of probability of realization, transfer of risks) 

and corrective measures (active adoption of risks) that can trigger processes for alleviation of 

consequences of a risk event.

Risk analysis

No. WBS code/activity/

problem

Event 

probability—EP

Assessment of 

consequences—EC

Assessment 

of recurrence 

frequency—ER

Rate of risk—RL
3

1. Activity 1/problem A 3 2 4 24

2. Activity 2/problem B 2 4 4 32

: :

j. Activity j/problem N 4 5 5 100

: : : : :

n Activity n/problem X 4 5 3 60

Table 7. Table of critical success factors—three‐dimensional analysis.
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We suggest using Table 8, which is an amendment of Table 7, for entering the measures 

together with responsible owners.

Table 8 was also the basis for a template in the Microsoft Project software that allows the proj‐

ect manager and the project team to plan, monitor, control, and take measures if a risk event 

occurs in an activity.

This approach provides more opportunities to the project team and other project stakehold‐

ers for identification of potential risk events and searching for possible solutions for elimi‐
nation or mitigation of risk consequences based on thinking out of the box with the use of 

cognitive factors. Based on this approach, the solutions for risk management are more suf‐
ficient, creative, innovative, and clearly described and collected in one place.

2.6. Monitoring, recording, control, and taking measures

Responsibility for monitoring project activity risks and their implementation lies with: project 

manager, project team, client, and individuals performing the activities.

Responsibility of a risk owner should be determined for each risk. The risk owner has a task to 

detect a symptom of an approaching risk as soon as possible and to trigger planned measures 

accordingly. The sooner a risk is discovered, the less serious the consequences.

The project manager verifies the status of risks at regular control briefings and amends a list 
of risks if necessary. The team must bear in mind that the level of risk can vary during the 

entire project—there is a higher possibility of one risk getting realized in a certain phase and 
of another risk getting realized in another phase. To have a better control, the risks should be 
specified in the table by size and topicality.

Several approaches are suggested to reduce the level of project risks:

• Active risk assumption.

• Risk elimination.

• Reduction in probability of risk realization.

• Alleviation of consequences by transferring risks to another organization.

• Passive assumption of risks with a reserve in time and money.

Active risk assumption means that a plan of measures is prepared for the event of occurrence 

of an activity risk event. Usually, reserves in time and money are foreseen to solve the conse‐

quences of the occurred risks.

A risk may be completely avoided by eliminating or circumventing a cause for its occurrence. 

The latter is possible by changing a project plan, wherein a change is applied on the entire 
project or only an individual phase, activity duration, tactics of activity implementation, sup‐

plier, or contractor. A new plan which attempts to circumvent a risk can be defined as an 
alternative method for achieving key events and can be more expensive.

Another way of risk elimination is elimination of certain requirements by the client that are 

hardly achievable and represent various risks (time, costs, and quality). This mode of risk 
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elimination includes negotiations with the client, and when deciding, a size of a risk must 

be compared with the positive effect of realization of the client’s or customer’s requirement.

By listing a risk to the risk list, a probability of occurrence of a risk event is automatically 
reduced due to subsequent systematic control. Planned reduction in probability can be 

achieved by additional activities and costs; there are also measures such as better and more 
expensive equipment, better and more expensive technology for the implementation, assis‐

tance of external experts, and preliminary simulations.

When a reduction in risk consequences is in question, the best solution is to transfer the risk to 

another organization. Among participants in a project the risks may be transferred to the client,  

an external contractor or supplier, wherein the transfer of risks (delays and extra costs) is 

defined by a contract [11]. As the risk owners tend to avoid extra costs, a probability of occur‐

rence is consequently reduced. Another way of alleviating the consequences is insurance. 

Insurance is the most adequate when a huge risk is encountered, the probability of occurrence 

is rather low but may have devastating consequences for the project.

The more project activities on a critical path, the riskier the project since a delay in critical activi‐

ties has a direct impact on a delay of the entire project. Time reserves in noncritical activities 

can be an important factor for risk reduction due to a delay in the implementation of activities.

Microsoft Project is a tool often used in information support to project management, there‐

fore the Laboratory for Manufacturing Systems of the Faculty of Mechanical Engineering in 

Ljubljana has decided in cooperation with partners in companies to integrate the presented 

expanded methodology of project activity risk management into previously created templates. 

Although a server version of the Microsoft Project offers a possibility of use of the tool for risk 
analysis, we estimate that the suggested solution is simpler for a user yet very efficient. This 
allegation is especially confirmed by use of the expanded risk analysis on several projects 
from industrial environment [12, 13].

2.7. Analyzing, evaluation, and archiving

Once a project is completed, the project team, apart from performing other analyses, performs 

a risk management evaluation to establish which anticipated risk events have actually hap‐

pened, what the consequences were and how efficient the preventive and corrective measures 
were.

All documents related to risk management are archived and the database of knowledge about 

risks is adequately amended.

3. Case study

The suggested method for project activity risk management was performed on an example of 

a project of concurrent development and industrialization of a pedal assembly for a personal 

vehicle as shown in Figure 5.
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A customer who develops a new car sent an order for development and industrialization of a 

pedal assembly to his development supplier. Since the terms for obtaining an order were very 

demanding in terms of time, costs, and quality, the management of the company decided to 

include as many elements of concurrent engineering in the project management of the pedal 

assembly as possible and to organize the project by the track‐and‐loop principle [3, 12, 13]. 

In fact, the company faced a huge risk because such mode of carrying out a project requires 

the project participants and the contractors to be well connected in terms of organization and 

information exchange.

It was for the first time that the company dealt with implementation of a risk analysis of such 
a project, and the management of the company therefore organized a creativity workshop 

[14], the goal of which was to identify all types of risks by means of the Ishikawa model, 

which can occur in the implementation of the CPR projects in their company.

The result of the creativity workshop is the Ishikawa chart (Figure 6), which includes four 

major causes for the occurrence of risk events in the CPR project of the pedal assembly.

Based on the created Ishikawa chart, the project team reviewed the WBS structure of the proj‐
ect of the pedal assembly, which was created by the principle of concurrent engineering loops 

and identified potential risk events in each activity.

Figure 7 depicts a track‐and‐loop principle of implementation of the CPR project of the 

pedal assembly, which is divided in six stages and five concurrent engineering loops  
(T‐3 loops).

The WBS structure of the CPR project consists of five tasks at the first level, the tasks representing 
concurrent engineering loops. This is shown in Figure 8.

Figure 5. Pedal assembly for a personal vehicle.
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Figure 6. Ishikawa chart of project risks of the CPR project of the pedal assembly.

Figure 7. Track‐and‐loop principle of implementation of the CPR project of the pedal assembly.
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The project team amended the WBS structure of the project with assessed potential activ‐

ity risks and transformed the structure into an itemized structure of project risks by adding 

potential risk events to the activities. Figure 9 shows a more detailed itemization of loop 2: 

a loop of product development on the activity and on the last level on potential risk events.

The project team made a table of critical success factors for a qualitative and quantitative 

analysis of activity risks of the pedal assembly project. The team members have decided to 

perform a three‐dimensional risk analysis, in which it should be determined for each activ‐

ity and the risk associated therewith—in compliance with the suggested model: probability 

of occurrence, assessment of consequences, and assessment of recurrence frequency of a risk 

event, then the level or activity risk should be calculated. For the activities, in which the risk is 

medium or high, preventive, or corrective measures and status indicators are foreseen.

Figure 10 shows the part of the table of critical success factors for loop 2 of the pedal assembly.

The table of the critical success factors empowered us to identify several potential risks in 

each activity and to take the maximum value as the level of activity risk.

As the company uses Microsoft Project software for planning and managing projects, we used 

a standard template for activity risk management of the project (Microsoft Project template).

The project manager inserted the data from Figure 10 into a prepared template, the result is 

shown in Figure 11.

The advantage of the suggested template for managing activity risks of the project is the fact 

that the software tool which serves for planning time, resources, and project activity costs can 

also be used to manage activity risks of the project.

Apart from the advantages, the suggested template also has a limitation. If several potential 

risks are identified at an activity, only a risk having the maximum level of activity risk is 
entered in table in Figure 11, the remaining risks are noted in a notepad of activities.

The project manager, the project team members, and the individuals performing activities can 

obtain the following data from the table in Figure 11:

• Short risk description.

• Assessment of probability of event occurrence.

• Assessment of consequences of event occurrence.

Figure 8. First level of the WBS structure of the CPR project of the pedal assembly.
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• Assessment of frequency of event occurrence.

• Level of risk and risk indicator (in colors).

• Responsibility for risk management.

• Link to a document containing a detailed description of risks and measures.

The color of the risk indicator visually draws attention of the project manager and the team 
members to the level of risk of an individual activity and to foresee preventive and corrective 

measures.

Figure 9. Itemized structure of activities and risks of loop 2 of the CPR project of the pedal assembly.
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Figure 10. Table of critical success factors of loop 2 of the pedal assembly project (part).

Figure 11. Activity risk analysis of the pedal assembly project of loop 2 in MS Project (part).
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A level of risk of the entire project is interesting for a comparison of risk of a project with 

risks of other projects. We decided based on Ref. [15] that a risk level of activity groups and 

of the entire project is calculated as an average level of activity risk (the lowest level of a WBS 
project). Of course, an average risk level of a project can only be a statistical piece of data and 

can be deceiving if uncritically discussed. It may happen that a project has a low average risk 

level, but includes activities that have a high‐risk level. If a risk event occurs in these activities, 

the project might be seriously jeopardized in terms of foreseen scope, time, and cost.

Apart from the risk indicator, other indicators that warn us of other project‐related dangers 

can be included in the table in Figure 11, for instance delays in time, consumption of time 

reserve, and excess in actual costs compared to the planned ones.

In the case of the pedal assembly project, an overview of risks by CPR loops (Figure 12) 

was made. It can be determined that most risk events occur in loop 3, i.e., a loop of process 

development.

Moreover, an overview by risk rate size (Figure 13) was made for a more detailed analysis. It 

shows that most potential risk events belong to a medium‐risk category (49 risk events), high 

risks come second (24 risk events), and low risks with 14 risk events are in the last place.

Both analyses performed show that the project of the concurrent realization of the pedal 
assembly is very risky and this demands from the project team to pay more attention to risk 
management of this project.

The proposed method requires comprehensive approach for cognitive solving of the risk man‐

agement problems of concurrent product realization with the use of three factors and three 

different views on the same risk, which provides better solutions based on team work. Team 
work is based on a multidisciplinary team of different members for different  organizational 

Figure 12. Overview of risks by CPR project loops.
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units of the company and external stakeholders. This helps a company to detect and solve the 

main causes of risk based on different point of view taking into account various human and 
cognitive factors.

This solution is integrated in the proposed model for cognitive risk management and sup‐

ported with a template in the Microsoft Project software.

4. Conclusion

This paper presented a problem of risk management in CPR projects that are market oriented, 

i.e., in projects of products and services. It was determined that in such cyclically recurrent 

projects we frequently run into recurringly similar causes that cause a risk in the implementa‐

tion of project activities.

In CPR projects, classic methods of project management are upgraded by concurrent 

engineering elements and a track‐and‐loop principle of performance of activities is used, 

hence, we face a huge need for managing risks that may appear in the implementation of 

the concurrent engineering loops [12, 16]. These risks most often occur because of poor 

team work, unfamiliarity with the tools of concurrent engineering and lack of coopera‐

tion and communication among activity performers (working teams) in concurrent engi‐

neering loops. Not only a team responsible for the implementation of the entire project 

is needed in the implementation of the concurrent engineering loops but also a need for 

creating working teams for the implementation of the loops [3]. Such team is made up of 

responsible persons of participants of organizational units who carry out activity loops. 

Since several activities are carried out in parallel, there is a need for permanent and direct 

communication between activity performers. Although such projects are cyclically recur‐

Figure 13. Overview of risks with respect to the level of risk.
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rent in companies, it was established that the risk events keep occurring each time a project 

is repeated.

We therefore suggested a method for managing activity risks of a CPR project, in which a 

third parameter was added to the generally known two‐dimensional method of risk analy‐

sis—the recurrence frequency of a problem. This piece of data can be evaluated based on the 

evaluation of previously performed or completed projects. The introduction of this additional 

parameter has proved to be utterly necessary since it was claimed both by product customers 
and auditors of a company’s project management system.

If the frequency rate of problem recurrence is high and does not have a tendency to reduce 

in subsequent similar projects, this is a clear indicator that a company does not manage/effi‐

ciently eliminate permanently recurring problems. This is an important indicator for the man‐

agement of a company to urgently adopt adequate measures. A further goal of the suggested 

method is to gradually reduce the frequency rates of recurrent problems (the goal is rate 1) 

and to gradually make a transition to a two‐dimensional risk analysis.

Since the companies often use the Microsoft Project software to support project management, 

the Faculty of Mechanical Engineering of Ljubljana in cooperation with partner companies 

prepared an additional table in support of conventional templates. The table allows a risk 

analysis in the Microsoft Project environment. The use of such template has proved to be a 

useful tool since project managers can use the same software to plan and carry out risk man‐

agement measures.

In the future work, current Microsoft Project templates could be generalized for business use, 

especially in small companies.

The proposed solution will be extended with the design of threshold area of expected loss, 

which is an important information for decision‐making of risk mitigation or elimination.
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Abstract

The presented research is part of a broader project DIEM-SSP—Disasters and Emergencies
Management for Safety and Security in Industrial Plants –aiming at managing major
industrial emergencies by considering both medical and engineering/logistics issues.
When a disaster occurs, it is necessary to immediately provide relief plans. Many decisions
must be made in very short time, which may have a relevant impact on the consequences
of the disaster. For an efficient and smart exploitation of available resources, it is necessary
to mitigate damages. From a logistics point of view, one of the major issues in the event of
a major industrial disaster (fire, explosion or toxic gas dispersion) is to evacuate the
external population that can be affected by the disaster to specific evacuation areas. The
purpose of the research is to determine the optimal number and allocation of vehicles
(buses) which must be involved in order to evacuate the population located in a defined
risk area around the emergency site and the optimal location for evacuation areas. For that
reasons, a dynamic version of the bus allocation problem is proposed using a mixed-
integer programming model.

Keywords: bus allocation, industrial disasters, mixed-integer programming

1. Introduction

The presented research is part of a broader project (DIEM-SSP—Disasters and Emergencies

Management for Safety and Security in Industrial Plants) aiming at managing major industrial

emergencies by considering both medical and transport/logistics issues. The study of the

scientific literature confirms that the severity of a disaster can be highly influenced by the

efficacy of the logistics operations during the disaster response phase [1–3]. Since in these

circumstances time is crucial, one of the major issues in emergency conditions is to ensure a

quick response of the rescue operations [4].

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Several authors have analysed the issue of vehicles’allocation in the emergency situation: Stein

et al. [5] have studied the effects of a correct emergency vehicle location plan and the response

system design on response time performance in a South Africa Urban Emergency Medical

Services (EMSs). The authors have used a discrete-event simulation and the results indicate

that more decentralised vehicle location has a greater effect.

Yang et al. [6] have proposed the use of urban rail transit (URT) systems in emergency

circumstances, as quick and efficient response for evacuation. Using a genetic algorithm (GA),

the authors propose a mathematical programming with an indicator constraint model for

designing a responsive bus bridging services under URT line emergency. In detail, the authors

have analysed the problem considering the distance between the bus parking spots and the

URT station as a starting point of a scheduled line.

Zheng [7] has defined an optimal bus-operating model during an emergency evacuation that

minimizes the exposed casualty time rather than the operational cost, as a deterministic mixed-

integer program. The solution has been based on a Lagrangian relaxation-based algorithm.

Huang et al. (2006) have studied the problem of allocating limited emergency service vehicles

(as ambulances and fire trucks): using a mixed-integer linear programming model, they have

analysed the effects of demand at Critical Transportation Infrastructure (CTI) nodes and

transportation network performance on the optimal coverage to CTIs: authors have used a

case study applied on Singapore.

Oran et al. [8] have defined a new formulation of the facility location problem (using MIP

solver) and vehicle routing problem with time windows (a tabu search-based metaheuristic

algorithm), analysing a set of possible emergency scenarios with limited emergency resources.

Results show that this approach is able to serve higher priority locations better than the much

utilized maximal coverage location problems.

Muaafa et al. [9] have studied an integrated approach based on a multi-objective optimization

model to manage the emergency medical response strategies; it allows both to specify the

locations of temporary emergency units and to assess the emergency vehicles to these tempo-

rary emergency units. The objectives of the model are to minimize response time and cost of

the response strategy.

Wang et al. [10] have proposed an optimal allocation of bus to coordinate the passengers’

evacuation from urban rail transit service caused by the unexpected service interruptions in

URT corridors. The results show that as the evacuation time window increases, the total

evacuation cost, as well as the number of dispatched feeder-buses, decreases.

Meinzer et al. [11] have studied new strategies for dynamic ambulance allocation in emergency

conditions. They propose to adopt a continuous optimization of vehicles distribution over the

region and dynamic reassignment of fleets.

This work proposes a mixed-integer programming model for buses allocation able to deter-

mine the optimal number and allocation of buses, which must be involved in order to evacuate

all the population located in a defined risk area around the emergency site and the optimal

location for evacuation areas (EAs).
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A company operating on thewaste oil regeneration sector, located in Italy, has been considered in

order to evaluate the performance of the proposed methodology: it deals with a toxic gas disper-

sion and involvement of the external populationwithin a radius of 3 km from the company.

With respect to other research studies analysed in the state of the art, the innovative approach

proposed by this study considers the following aspects:

• The studyuses amixed-integer programmingmodel, less used for emergency vehicle allocation.

• The emergency condition in the application is an industrial disasterwith a toxic gas dispersion.

2. A mixed-integer programming model

Although they are recognized problems from the scientific community, research on transpor-

tation problems and emergency vehicle management for disaster response operations is

emerging only recently [2, 12, 13].

When a disaster occurs, it is necessary to immediately provide relief plans. Many decisions must

be made in very short time, which may have a relevant impact on the consequences of the

disaster. For an efficient and smart exploitation of available resources, it is necessary to mitigate

damages. Many applications of operations research methods to disaster response optimization

may be found in the literature. Barbarosoglu G, Arda Y. [14] proposed a two-stage stochastic

programming model for transportation planning in a disaster, while a multi-objective model for

quick response to emergencies in logistics distribution has been proposed by Liu and Zhao [15].

In Ref. [16], the authors proposed a mixed-integer programming model for facility location in

humanitarian relief. Ozdamar and Yi [17] dealt with vehicle dispatch plan for relief and evacu-

ation. Other papers presented studies related to relief operations in a specific type of disaster,

such as in Ref. [18], where a decision support system, specific for emergency response in the case

of nuclear accident, has been presented, and in Ref. [19], the authors proposed an optimization

model for allocating emergency resources after an earthquake. Similar issues may be found in

ambulance allocation dispatching, where a limited fleet of ambulances must be allocated to real-

time requests. A complete review on this subject may be found in Ref. [20].

We deal with buses allocation for mass evacuation. In detail, considering a case in which, due

to toxic gas dispersion, all the population located in a risk area surrounding the emergency site

must be evacuated. This area is sub-divided into zones, for each one of which the number of

people to be evacuated is known. We consider a set of depots where buses are located, for each

one of which, we suppose to know the number of available vehicles of identical capacity (in

terms of the number of people which can be carried), and the delay with which the vehicles

will be available at that depot. A delay equal to 0 means that vehicles are always located at the

depot and that they are immediately available. We consider a set of potential evacuation areas

with different capacities. For operational reasons, people from the same zone must be evacu-

ated in the same evacuation point located within the area [21–23].

The goal is to minimize the averaged evacuation time. In particular, for evacuation time of a

zone, we intend the time within which all the people from that zone are evacuated.
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Before proceeding with the mathematical formulation, we define the parameters, sets and

variables of the model.

Model parameters:

• qi: number of people to be evacuated from zone i

• c: vehicles’ capacity

• pk: delay with which the vehicles are available at depot k

• tij: travel time between zone i and evacuation area j

• τik: travel time between depot k and zone i

• Rk: number of vehicles available at depot k

• Cj: capacity of evacuation area j

Model sets:

• I: set of zones to be evacuated

• J: set of evacuation areas

• K: set of depots

Involved variables:

• Yik: binary variable taking value equal to 1 if zone i is evacuated by bus located at depot k

and 0 otherwise

• Zij: binary variable taking value equal to 1 if zone i is evacuated to evacuation area j and

0 otherwise

• Yik: number of vehicles starting from depot k and used to evacuate zone i

• Ti: evacuation time for zone i

• Ai: time within which all vehicles that have been assigned to zone i reach the zone

The mathematical model for buses allocation for mass evacuation can be formulated as follows:

min
X

i in I

Ti

jIj
ð1Þ

s.t.

X

k in K

Yik ≥ 1 ∀i∈ I ð2Þ

X

j in J

Zij ¼ 1 ∀i∈ I ð3Þ
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X

i in I

qiZij ≤Cj∀j∈ J ð4Þ

V ik ≤RkYik∀i∈ I ∀k∈K ð5Þ

X

i in I

V ik ≤Rk∀k∈K ð6Þ

X

k in K

c � V ik ≥ qi∀i∈ I ð7Þ

X

k in K

V ik � 1

 !

� c ≤ qi∀i∈ I ð8Þ

Ai ≥

X

k in K

τik þ pk

 !

Yik ∀i∈ I ð9Þ

Ti ¼
X

j in J

tij Zij þ Ai ∀i∈ I ð10Þ

Yik ∈ f0, 1g ∀i∈ I ∀k∈K ð11Þ

Zij ∈ f0, 1g ∀i∈ I ∀j∈ J ð12Þ

V ik ∈ Zþ
∀i∈ I ∀k∈K ð13Þ

The objective function is to minimize the averaged evacuation time, expressed in Eq. (1). Con-

straint Eq. (2) imposes that each zone must be served by at least one depot, while constraint

Eq. (3) ensures that all the population of a zone must be evacuated to the same evacuation point.

Evacuation areas’ capacity restriction is satisfied by constraint Eq. (4). Constraint Eq. (5) imposes

that a zone may be evacuated by vehicles located at a depot only if it is served by that depot. The

number of vehicles used, for each depot, must be lower than the number of available vehicles at

that depot, as stated in constraint Eq. (6). Constraints Eqs. (7) and (8) ensure that the number of

vehicles used to evacuate a zone is the minimum necessary. For each zone, the arrival time of the

last bus is computed by constraint Eq. (9), while the evacuation time is computed by constraint

Eq. (10). In fact, the evacuation time of a zone, defined as the arrival time of the last bus,

evacuating people from that zone, to the evacuation area, can be computed as the sum of the

arrival time of the last bus to the zone plus the travel time between the zone and the evacuation

area. Finally, constraints Eqs. (11)–(13) specify the domain of the variables.

It is also interesting to analyse how the solution changes if instead of minimizing the averaged

evacuation time, we would minimize the largest evacuation time, defined as the time neces-

sary to evacuate all the zones. In this case, the new objective function results:

min
X

i in I

W ð14Þ

subject to constraints Eqs. (2)–(13) and the following additional constraints:
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W ≥Ti ∀i∈ I ð15Þ

W ∈ Z
þ ð16Þ

3. Data description

The company is located in Italy and it is the European leading company in the main sector of

waste oils regeneration. More than 150 people work for the company. The working activities

take place 365 days a year, 24 hours a day, in the two production plants: one in the North of

Italy and the other one near Rome.

3.1. Data providing information on the population to be evacuated

The risk area within a radius of 3 km from the emergency site has been divided in 23 potential

evacuation zones. For each one, the following information has been defined:

• The number of people to be evacuated: For each zone, the number of people to be

evacuated has been calculated considering the total zone size (km2) and the population

density of the zone (inhabitants/km2) (Table 1).

• Collection points’ location: For operational reasons, people from the same zone must be

evacuated in a specific collection point, identified by its geographical coordinates.

• Distance: Distances between collection points and depots (D) and between collection

points and evacuation areas (EAs) have been computed (Table 2).

Zones Inhabitants Zones Inhabitants

Zone 1 725 Zone 13 626

Zone 2 422 Zone 14 447

Zone 3 367 Zone 15 775

Zone 4 367 Zone 16 338

Zone 5 442 Zone 17 318

Zone 6 362 Zone 18 218

Zone 7 467 Zone 19 328

Zone 8 343 Zone 20 288

Zone 9 660 Zone 21 745

Zone 10 943 Zone 22 367

Zone 11 278 Zone 23 357

Zone 12 536

Table 1. List of zones and number of inhabitants to be evacuated.
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Zones D1 D2 D3 EA1 EA2 EA3 EA4 EA5 EA6 EA7 EA8 EA9

Zone 1 2.2 4.7 5.7 10.4 10.3 10.4 9.6 7.2 6 10.5 7.6 6.1

Zone 2 3.5 3.2 8.9 11.7 10.7 10.8 11 8.6 9.3 11.8 8.9 9.3

Zone 3 5 2.7 8 11.2 11.1 11.2 10.4 8.1 8.4 11.3 8.4 8.4

Zone 4 4.4 3.3 8.7 11.9 11.8 11.9 11.1 8.7 9.1 12 9.1 9.1

Zone 5 4 4.1 8.5 12.6 13.1 13.2 11.9 9.5 8.9 12.7 9.8 9

Zone 6 2.9 5.5 7.4 12.1 11.9 12.1 11.3 8.9 7.7 12.2 9.3 7.8

Zone 7 1.8 7.5 6.9 11.6 10.8 10.9 10.9 7.6 6.4 11.7 8.8 6.5

Zone 8 1.6 5 4.8 9.5 9.5 9.6 8.7 6.3 5.1 9.6 6.7 5.2

Zone 9 6.5 0 9.2 8.8 9.3 9.4 8.1 5.7 8.2 8.9 6 10.5

Zone 10 3.4 3.4 5.3 7.3 7.3 7.4 6.6 4.2 6.7 7.4 4.5 6.8

Zone 11 5.3 1.3 8.9 9.6 7.8 7.9 8.9 6.5 9 9.7 6.8 11.3

Zone 12 1.3 6.9 6.3 11 11.1 11.2 10.2 7 5.8 11.1 8.2 5.9

Zone 13 1.6 7 4.9 8.1 7.5 7.8 9.8 5.7 4.5 8.5 7.5 4.6

Zone 14 1.6 6.8 4.7 7.3 7 7.2 9 5 3.8 7.8 6.7 3.9

Zone 15 2.2 7 5.9 7 6.6 6.9 8.7 4.6 3.4 7.4 6.4 3.5

Zone 16 1 6.5 5.2 8.8 7.7 8 10 6.5 5.3 10.8 8 5.4

Zone 17 2.4 5.6 4.3 9.5 9.5 9.6 8.8 6.4 5.7 9.6 6.7 5.8

Zone 18 3.2 5.8 3.1 9.8 6.7 6.8 9 4.7 5.1 9.8 7 6.4

Zone 19 1.8 6.4 4.3 8.6 8.2 8.5 9.6 6.2 5 10.4 7.5 5.1

Zone 20 1.8 6.4 3.5 8.6 8.2 7.1 9.7 62 5 10.5 8 5.1

Zone 21 2.2 6.4 3 7 6.6 6.7 9.6 4.6 5.4 7.6 6.3 5.5

Zone 22 3.1 6.4 2.5 6.4 6.1 6.1 9.6 4 4.4 7 5.8 6.4

Zone 23 3.2 8.1 4.6 5.6 5.3 5.6 7.3 3.3 2.1 6.1 5 2.2

Table 2. Zones and number of inhabitants to be evacuated.

Area Capacity

Area 1 5000

Area 2 3000

Area 3 2000

Area 4 1000

Area 5 3000

Area 6 5000

Area 7 4000

Area 8 1000

Area 9 1000

Table 3. List of evacuation areas capacity.
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3.2. Data providing information on the evacuation area

A set of nine evacuation areas has been identified for each one of which the following infor-

mation has been collected:

• Location: The location of each area is provided in terms of geographical coordinates.

• Capacity: For each area, it is specified the maximum capacity intended as the maximum

number of persons that the area can accommodate (Table 3).

4. The case study

In this scenario, we consider a toxic gas dispersion due to which the population within a radius

of 3 km from the company must be evacuated.

We defined 23 zones to be evacuated and for each one we supposed to know the number of

people to be evacuated.

We consider a homogeneous fleet of 170 vehicles located in three depots. 20 of them are located

at Depot 1 and are supposed to be immediately available while the other buses are supposed

to be around the city and 50 of them can be available in 20 minutes at each depot (1, 2 and 3). We

have defined nine available evacuation areas, each one of them is known with the maximum

capacity.

Each zone can be served by buses coming from different depots but, for operational reasons,

all the people from the zone must be evacuated to the same evacuation area. Distances

between depots and zones and between zones and evacuation areas have been computed with

Google Maps. Travel times have been computed considering a travel time equal to 10 Km/h,

compatible with a congested urban traffic. We have carried out four tests. In Tests 1 and 2, we

have tried to minimize the average evacuation time, while in Tests 3 and 4, we aimed to

minimize the total evacuation time, i.e. the time within which all the population is evacuated.

Furthermore, Tests 1 and 3 consider all evacuation areas available, while in Tests 2 and 4,

evacuation areas 4 and 9 are not available.

Tests outlines are described in Table 4.

Test Evacuation areas Minimize

1 All Avg Time

2 No. 4 and 9 Avg Time

3 All Max Time

4 No. 4 and 9 Max Time

Table 4. Tests outlines.
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In Tables 5 and 6, we report, for each zone, the area to which it has been evacuated, the

evacuation time (expressed in minutes), other than averaged and maximum evacuation

time.

In Tables 7 and 8, we report the vehicle dispatching resume. In detail, for each zone, we report

the number of buses started from each depot to evacuate that zone. Depot 1* concerns vehicles

starting from Depot 1 but available after 20 minutes.

Test 1 Test 2

Zone Evacuation area Time Zone Evacuation area Time

1 6 100 1 6 100

2 5 101 2 5 101

3 5 95 3 5 95

4 5 102 4 5 102

5 5 111 5 6 107

6 6 93 6 6 93

7 6 79 7 6 79

8 6 71 8 6 41

9 8 66 9 5 64

10 4 90 10 8 77

11 8 79 11 5 77

12 9 73 12 6 73

13 6 67 13 6 67

14 9 63 14 6 63

15 6 85 15 2 105

16 6 38 16 6 38

17 6 48 17 5 52

18 5 77 18 5 77

19 6 41 19 6 41

20 6 41 20 3 84

21 5 76 21 3 88

22 5 69 22 5 69

23 6 71 23 6 71

Avg Time 75 Avg Time 77

Max Time 111 Max Time 107

Table 5. Evacuations area assignment and evacuation time for Tests 1 and 2.
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Comparing results obtained in Tests 1 and 2, we can observe that if two evacuation areas

are not available anymore (Test 2), the average evacuation time only increases by 2

minutes (from 75 to 77), which shows the robustness of the system. The same behaviour

can be noted in Tests 3 and 4. In this case, even if evacuation areas 4 and 9 are not

available, the optimal maximum evacuation time is the same as in the case in which all

the evacuation areas are available, and the increment of average evacuation time is very

little.

Test 3 Test 4

Zone Evacuation area Time Zone Evacuation area Time

1 6 94 1 6 94

2 7 92 2 5 73

3 5 95 3 5 95

4 8 81 4 6 81

5 6 77 5 6 77

6 6 93 6 6 93

7 6 79 7 6 79

8 6 90 8 6 91

9 4 79 9 7 83

10 5 75 10 8 89

11 5 77 11 2 85

12 6 73 12 6 73

13 1 89 13 6 86

14 6 63 14 6 94

15 9 86 15 5 71

16 6 68 16 3 84

17 6 78 17 5 94

18 5 93 18 5 77

19 5 93 19 6 71

20 6 81 20 3 84

21 5 76 21 7 94

22 8 80 22 5 69

23 6 71 23 6 92

Avg Time 82 Avg Time 84

Max Time 95 Max Time 95

Table 6. Evacuations area assignment and evacuation time for Tests 1 and 2.
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Comparing Tests 1 and 3, we can observe that, trying to minimize the maximum evacuation

time or the average one, we obtain sensibly different solutions but values obtained for both

criteria are comparable.

The same behaviour can be noted in Tests 2 and 4.

For what concerns vehicle dispatching, we can observe that in Tests 1 and 2, the optimal

vehicle assignment is the same, while in Tests 3 and 4, we obtain a different vehicle assign-

ment. This fact depends on the different objective functions. In fact, when we aim to minimize

the maximum evacuation time, there are many feasible vehicle assignment configuration,

which may yield to the same objective function value.

Test 1 Test 2

Zone Depot 1 Depot 1* Depot 2 Depot 3 Zone Depot 1 Depot 1* Depot 2 Depot 3

1 0 0 0 11 1 0 0 0 11

2 0 0 7 0 2 0 0 7 0

3 0 0 6 0 3 0 0 6 0

4 0 0 6 0 4 0 0 6 0

5 0 7 0 0 5 0 7 0 0

6 0 6 0 0 6 0 6 0 0

7 0 7 0 0 7 0 7 0 0

8 0 5 0 0 8 5 0 0 0

9 0 0 10 0 9 0 0 10 0

10 0 0 14 0 10 0 0 14 0

11 0 0 4 0 11 0 0 4 0

12 0 8 0 0 12 0 8 0 0

13 0 9 0 0 13 0 9 0 0

14 0 7 0 0 14 0 7 0 0

15 0 0 0 12 15 0 0 0 12

16 5 0 0 0 16 5 0 0 0

17 5 0 0 0 17 5 0 0 0

18 0 0 0 4 18 0 0 0 4

19 5 0 0 0 19 5 0 0 0

20 5 0 0 0 20 0 5 0 0

21 0 0 0 11 21 0 0 0 11

22 0 0 0 6 22 0 0 0 6

23 0 0 0 6 23 0 0 0 6

Table 7. Vehicles dispatching for Tests 1 and 2.
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5. Concluding remarks

The state of the art underlines that in the event of a major disaster there is a strong need for

decision support tools that give solutions to the allocation problem in a short time interval.

From a transport/logistics point of view, the most important decisions that should be made by

emergency vehicle managers during a disaster response phase are related to the location and

allocation of the emergency vehicles.

A mixed-integer programming model for buses allocation has been calibrated to determine the

optimal number and allocation of buses, which must be involved in order to evacuate all the

Test 3 Test 4

Zone Depot 1 Depot 1* Depot 2 Depot 3 Zone Depot 1 Depot 1* Depot 2 Depot 3

1 0 0 11 0 1 0 0 11 0

2 7 0 0 0 2 7 0 0 0

3 0 0 6 0 3 0 0 6 0

4 6 0 0 0 4 6 0 0 0

5 7 0 0 0 5 7 0 0 0

6 0 6 0 0 6 0 6 0 0

7 0 7 0 0 7 0 7 0 0

8 0 0 0 5 8 0 0 5 0

9 0 0 10 0 9 0 0 10 0

10 0 0 14 0 10 0 0 0 14

11 0 0 4 0 11 0 0 4 0

12 0 8 0 0 12 0 8 0 0

13 0 9 0 0 13 0 0 0 9

14 0 7 0 0 14 0 0 7 0

15 0 0 0 12 15 0 12 0 0

16 0 5 0 0 16 0 5 0 0

17 0 5 0 0 17 0 0 0 5

18 0 0 4 0 18 0 0 0 4

19 0 0 0 5 19 0 5 0 0

20 0 0 0 5 20 0 5 0 0

21 0 0 0 11 21 0 0 0 11

22 0 0 0 6 22 0 0 0 6

23 0 0 0 6 23 0 0 6 0

Table 8. Vehicles dispatching for Tests 3 and 4.
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population located in a defined risk area around the emergency site and the optimal location
for evacuation areas.

Four different scenarios have been calibrated: in two of them, the average total travel time of
buses has been minimized, while in the other two the maximum total travel time of buses has
been minimized.

Comparing the scenarios with all zones, the obtained results are different but values obtained
for both criteria are comparable; the same aspects have been noted comparing the scenarios
without areas No. 4 and No. 9.

Regarding further evolution of the research, interesting developments can be followed
expanding and integrating the results of bus allocation model with a route choice model and
a route assignment model.
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Abstract

Serious incidents that occur inside or caused by industrial plants represent a very critical
issue. In this context, the human reliability analysis (HRA) is an important tool to assess
human factors that influence human behaviour in disasters scenario. In fact, the reliabil-
ity assessment of interaction between human-machine systems is an important factor
that affects the overall performance and safety in industrial plants. However, even
though HRA techniques have been available for decades, there is not a universal
method/procedure to reduce human errors that affect human performance. This study
aims to design a novel approach to investigate the relationship between human reliabil-
ity and operator performance considering the dependence on the available time to make
decisions.

Keywords: disaster management, human reliability analysis, cognitive model, PSFs

1. Introduction

The increasing complexity of industrial systems requires the adoption of adequate approaches

to manage emergency situations in case of accidents and disasters. In this context, the analysis

of human reliability represents a crucial task [1]. In fact, the human factor is a predominant

element in the study of accidents/disasters, not only in probability level, but also in terms of

severity of the expected effects [2]. HRA is a set of techniques which describes the conditions of

the operator during the work, taking into account errors and unsafe actions [3]. In other words,

HRA aims to describe the physical and environmental conditions in which operators shall

carry out their tasks, considering errors, skills, experience and ability [4]. The importance of the

topic is the reason as we conducted a research on Scopus database, the largest abstract and

citation database of peer-reviewed literature. Search string used in the literature survey was

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



‘human reliability analysis’. String was defined according to the standards of Scopus database.

Only articles in which the string ‘human reliability analysis’ was found in key words were

analysed. The analysis on Scopus pointed out that from 1964 (first year in which the first article

appeared) until February 2017 (period of survey) a set of 40,958 documents have been

published divided in 32,865 articles, 3671 conference papers and the remaining part on books,

editorials, letters, etc. Result showed that the scientific production on this topic is very wide

and covers many scientific areas (engineering, medicine, social science, etc.). Furthermore, it is

interesting to note that most of the publications (13,842) have been published in the USA. Of

course, since the research was very general, it is evident that the large amount of documents

found does not allow to have a specific analysis regarding our specific scientific interest. Thus,

considering our specific field of interest, we refined our search applying a preliminary filter.

Search string used was ‘human reliability analysis AND industrial plant’. Only articles in which

the string ‘human reliability analysis AND industrial plant’ was found in key words were

analysed. In this case, only 46 documents were found from 1984 to 2017. It means that on

average two articles per year have been published. Similarly, we conducted a deeper analysis

applying a second filter. Search string used was ‘human reliability analysis AND industrial plant

AND cognitive model”. Firstly, considering the three criteria: (1) article title, (2) abstract and (3)

key words), only six articles were found. While taking into account the criterion ‘keywords’,

only four articles were found.

Among the documents found, we selected some of them. An interesting point of view is

analysed by Massaiu [5]. In his paper, a new approach is proposed to address the weaknesses

of the HRA method or in other words the lack of empirical support of HRA method. In detail,

a test of the ability to identify regularities among environmental conditions (procedures), crew

expertise (teamwork) and crew behaviours were investigated. Liu et al. [6] apply the cognitive

reliability and error analysis method (CREAM) to calculate the failure probability of human

cognitive activities for mine hoisting operation. Cheng and Hwang [7] outline the human error

identification (HEI) techniques that currently exist to assess latent human errors on the chem-

ical cylinder change task.

Literature review shows that the human reliability analysis is an issue of growing importance

in the scientific world. But, there are some limits. The major limit of HRA is related to the

uncertainty which does not allow full use of the reliability analysis [8]. Furthermore, several

human reliability models follow a static approach, in which human errors are described as

omission/commission errors [9]. Really, in our opinion, it is essential to consider the physical

and cognitive environment depending on the time in which human errors develop. This

consideration led us to the development of an integrated reliability model which takes into

account the dynamic influence of operators. Thus, our study aims to propose a novel approach

to investigate the relationship between performance shaping factors (PSFs) and operator per-

formances. In HRA, PSFs encompassed the various factors that affect human performance.

PSFs can increase or decrease the probability of human error [10, 11]. Our research aims to

develop a multi-dimensional and structural model in order to apply it in different types of

activities and in different disaster scenarios to avoid potential operational errors. The model

takes into account technical and environmental factors that can influence the decisions and the

actions of operators. The model combines the cognitive aspects of operational analysis, the
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mathematical approach and the probabilistic quantification of the error. A real case study

concerning the adoption of best practices for a petrochemical plant’s control room during an

emergency situation is presented. The rest of the chapter is organized as follows: in Section 2,

experimental design is analysed; in Section 3, a detailed model in a real case study is presented;

in this section the main results of the model are discussed and finally, in Section 4, conclusion

and future development are summarized.

2. Experimental study: the model framework

The most influential models of operator behaviour [12, 13] assume three levels of behavioural

errors: (1) automatic reactions demanding little or no attention; (2) attentive reactions when one

knows how to handle in a certain, well-known situation; and (3) creative, analytical reactions

when confronted with new, unknown problems without off-the-shelf solutions. The above

classification is certainly helpful, but it is not sufficient to take into account the dynamism that

characterized human-machine systems reliability. It is necessary to reduce human error and

Figure 1. Methodological flowchart (author’s elaboration).
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hence to develop the capability to find (intuitively) solutions to unexpected problems. Our

model is based on the above consideration. In detail, the model framework consists in nine

different steps (as shown in Figure 1): Step 1—Preliminary analysis; Step 2—Generic tasks

assessment (GTTs); Step 3—Definition of the Weibull distribution function; Step 4—Choice of

performance shaping factors (PSFs); Step 5—Determination PSFcomp; Step 6—Determination

HEPcont; Step 7—Determination HEPcont w/d; Step 8—Rating HEPnom after the 8th hour of work

and Step 9—Determination HEPtot.

The model is applied in a real case study concerning the emergency management within a

petrochemical company. In detail, the model aims to investigate the adoption of best practices

for company’s control room in order to ensure a consistent response under demanding circum-

stances.

3. Model development: description of a real case study

In the present section, a detailed analysis of each step is provided.

3.1. Step 1: preliminary analysis

The first step aims to define actions carried out by operators. At each operations is assigned a

human error probability (HEPnom), that represents the unreliability of the operator and it

represents a critical point to perform a proper human reliability analysis [14]. Obviously, the

probability of error is a function of the time. Therefore, increasing the working hours, it means

that the likelihood of error increases. Scenario analysed concerns the management of a fire

occurred in the petrochemical plant. The key element is about maintaining a state of readiness

and having an awareness of the working environment. Figure 2 shows the industrial plant

under the study and the control room.

During a fire emergency, it is important to set common standards and to ensure that personnel

are continuously trained, assessed and re-assessed against these summaries of best practice.

All fire alarms are to be taken seriously. Evacuation of the facility is mandatory until the signal

to re-enter has been given by appropriate personnel and the alarm bells have ceased ringing.

Figure 3 shows procedures that are to be followed any time a fire alarm sounds.

Figure 2. Scenario under study.
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In detail, two operators were engaged in the control room, but only one was in charge of

handling emergency procedures during the fire. Operator was responsible to activate emer-

gency procedure that includes (1) Total block of the furnaces; (2) Close all turbines; (3) Propane

valve closing; (4) Locking the sequence handling propane; (5) Flow control valves closing and

(6) Closure of the emergency procedure. The three main emergency conditions that may be

occurred are (1) Low hazard occurring despite the emergency the decision maker has been

monitoring the situation; (2) Moderate hazard to occur the decision maker emergency can

take wrong decisions; and (3) High hazard, the decision maker can make a mistake with a

good chance.

3.2. Step 2: generic tasks assessment (GTTs)

The present step aims to define generic tasks (GTTs) or a set of generic error probabilities for

different type of tasks. The tasks were defined according the scientific literature [15]. Literature

proposes for each task of human unreliability a set of values defined than the 5th percentile (for

the first hour of work) and at the 95th percentile (for the eighth hour of work). The reliability is

maximum at the first hour of work (t = 1) and minimum at the eighth work time (t = 8), as

defined in Eq. (1):

k ¼ 1�HEPnomðtÞ∀t∈ ½1; 8� ð1Þ

k parameter represents the value of the operator’s reliability.

Figure 3. Fire emergency protocol.
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In our case study, only three significant generic tasks (4, 7 and 8) were considered in order to

approximate operator’s activities in the control room, as shown in Table 1.

3.3. Step 3: definition of the Weibull distribution function

After defining GTTs, the probability of error associated with each GTTs were defined,

according to Weibull probability distribution that best describes the probability of error. In

detail, the probability of error is described by the index Human Error Probability (HEP),

defined according to the Weibull distribution, as follows (Eq. (2)):

HEPnom ¼ 1� e�αtβ ð2Þ

where the parameters α and β represent respectively the scale and the shape of the curves. The

above formula assumes the minimum value of reliability during the first hour of work and a

maximum value at the eighth hour of work. Consequently, the probability distribution of error

Eq. (2) is adapted as follows (Eq. (3)):

HEPnomðtÞ ¼ 1� k � e�αð1 �tÞβ
∀ t ∈ ½0; 1�

HEPnomðtÞ ¼ 1� k � e�αðt �1Þβ
∀ t ∈ �1; ∞½

(

ð3Þ

The value of k is calculated according to the value that the curves takes for t = 1, while the

parameter β = 1.5 is deducted according to the scientific literature of the human error assess-

ment and reduction technique (HEART) model developed by Williams [16]. The value of α is

determined by setting the value of the function for t = 8 for each GTTs. Starting from this

function, it is possible to calculates the value of α through the inverse formulas, see Eq. (4):

HEPnomðtÞ ¼ 1� k � e�αðt�1Þβ
∀ t ∈ �1;∞½ ð4Þ

No. Generic task Limitations of

unreliability (%)

k (t =

1)

k (t =

8)

α β

1 Totally unfamiliar 0.35–0.97 0.65 0.03 0.1661 1.5

2 System recovery 0.14–0.42 0.86 0.58 0.0213 1.5

3 Complex task requiring high level of comprehension and

skill

0.12–0.28 0.88 0.72 0.0108 1.5

4 Fairly simple task performed rapidly or given scant attention 0.06–0.13 0.94 0.87 0.0042 1.5

5 Routin, highly practised 0.007–0,045 0.993 0.955 0.0021 1.5

6 Restoring a system by following the procedures of controls 0.008–0.007 0.992 0.993 �5.44E�05 1.5

7 Completely familiar, well designed, highly practised, routine

task

0.00008–0.009 0.9999 0.991 0.00005 1.5

8 Respond correctly to system command even when there is

an augmented or automated supervisory system

0.00000–0.0009 1 0.9991 4.86E�05 1.5

Table 1. Generic tasks.
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α coefficient is represented by Eq. (5), as follows:

α ¼
�ln kðt ¼ 8Þ

kðt ¼ 1Þ

h i

ðt� 1Þβ
ð5Þ

Figure 4 shows the reliability performance according to Weibull distribution.

Table 2 shows the HEPnom values for the case study, calculated for the three different generic

tasks.

3.4. Step 4: choice of performance shaping factors (PSFs)

In the present step, PSFs were defined. PSFs allow to take into account all the environmental

and behavioural factors that influence operator’s cognitive behaviour. In particular, PSFs

simulate different emergency scenarios. Analytically, PSFs increase the value of the error

probability introducing external factors that could strain the ‘decision maker’. PSFs and their

values are deducted by standardized plant analysis risk-human reliability analysis (SPAR-H)

method [17, 18]. Table 3 shows the PSFs considered.

Figure 4. Reliability performance (t = 0–8).

Generic task 4 Generic task 7 Generic task 8

HEPnom (t = 1) 0.06 0.0001 0

HEPnom (t = 2) 0.0639 0.0006 0.00005

HEPnom (t = 3) 0.0710 0.0014 0.0001

HEPnom (t = 4) 0.0802 0.0026 0.0003

HEPnom (t = 5) 0.0909 0.0039 0.0004

HEPnom (t = 6) 0.1029 0.0055 0.0005

HEPnom (t = 7) 0.1160 0.0072 0.0007

HEPnom (t = 8) 0.1300 0.0090 0.0009

Table 2. HEPnom.
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While Table 4 shows PSFs, defined according the three emergency conditions (see Step 1).

3.5. Step 5: determination PSFcomp

Defined PSFs and its multipliers, it is important to evaluate the overall PSF index (PSFcomp), as

follows (Eq. (6)):

PSFcomp ¼
Y

n

i¼1
PSFi ð6Þ

PSFcomp index summarizes the weight of each influencing factor with respect to the actions/

decisions operator. Table 5 describes the values for the PSFcomp according to three emergencies

levels.

3.6. Step 6: determination HEPcont

The last step consists to contextualize the probability error analysis, defined as follows (Eq. (7)):

PSFs PSF level Multipliers

Available time Inadequate time HEP = 1

Time available > 5� time required 0.1

Time available > 50� time required 0.01

Stress/stressors Extreme 5

High 2

Nominal 1

Complexity High complex 5

Moderately complex 2

Nominal 1

Good 0.5

Table 3. Performance shaping factors.

PSF Low hazard Moderate hazard High hazard

Available time 0.01 0.1 1

Stress 1 2 5

Complexity 1 2 5

Table 4. PSFs for the three emergency conditions.

Low hazard Moderate hazard High hazard

PSFcomp = (PSF1 � PSF2 � PSF3) 0.01 0.4 25

Table 5. PSFcomp.
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HEPcont ¼
HEPnom � PSFcomp

HEPnom � ðPSFcomp � 1Þ þ 1
ð7Þ

The value of HEPcont provides the level of probability of error of the decision maker, in

function of influencing factors. The HEPcont value increases with the increase of time. The

HEPcont is closely linked to two parameters. The first one is the time (1 ≤ t ≤ 8). The second

one is the value of PSFs. In other words, HEPcont value increases with the time and increases

with the increase of the ‘danger’ of the emergency scenario assumed. Table 6 shows HEPcont

considering generic task 4 and different emergency levels.

From a graphic point of view, Figure 5 shows the trend of HEPcont the worst case scenario.

Generic task HEPnom (t) HEPcont

Low hazard Moderate hazard High hazard

Fairly simple task performed rapidly or given attention t = 1 0.0600 6.38E�04 2.49E�02 6.15E�01

t = 2 0.0639 6.82E�04 2.66E�02 6.31E–01

t = 3 0.0710 7.64E�04 2.97E�02 6.56E–01

t = 4 0.0802 8.71E�04 3.37E�02 6.86E�01

t = 5 0.0909 9.99E�04 3.85E�02 7.14E–01

t = 6 0.1029 1.15E�03 4.39E02 7.41E�01

t = 7 0.1160 1.31E�03 4.99E�02 7.66E�01

t = 8 0.1300 1.49E03 5.64E�02 7.89E�01

Table 6. HEPcont.

Figure 5. HEPcont (high hazard).
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3.7. Step 7: determination HEPcontw/d

As stated, PSFs have been modelled starting from PSFs proposed by the SPAR-Hmethodology.

It is worthy to note that the values attributable to each PSFs are proportional to the severity of

their impact. However, this index does not take into account, any interdependencies among

PSFs chosen. To cover this gap, a correlation among PSFs, developed by Boring [19], analysing

82 incidental reports in the US nuclear plants have been taken into account for our case study,

as shown in Table 7.

Thus, HEP index is given by Eq. (8):

HEPTask1jfPSFi; PSFjg ¼ HEPTask1jPSFi þ ð1 � kijÞ �HEPTask1jPSFj ð8Þ

where

• PSFi means the value obtained by the calculation PSFcomp (with independent PSFs);

• PSFj indicates the additional PSF, which is supposed to be dependent on the previous;

For diagnosis Available

time

Stress/

stressors

Complexity Experience/

training

Procedures Ergonomics/

HMI

Fitness

for duty

Work

processes

Available time 1

Stress/stressors 0.67* 1

Complexity �0.02 0.15* 1

Experience/

training

�0.03 0.06 0.21* 1

Procedures �0.07 0.01 0.25* 0.28* 1

Ergonomics/HMI 0.01 0.06 �0.05 0.20* 0.09 1

Fitness for duty �0.03 0.03 �0.03 0.18* 0.09 0.44* 1

Work processes �0.06 0 0.24* 0.55* 0.36* 0.15* 0.10 1

For action

Available time 1

Stress/stressors 0.50* 1

Complexity 0.38* 0.35* 1

Experience/

training

0.31* 0.21* 0.32* 1

Procedures 0.05 �0.01 0.12* 0.08* 1

Ergonomics/HMI 0.10* 0.04 0.08* 0.08* 0.29* 1

Fitness for duty 0.20* 0.29* 0.22* 0.17* 0.12* 0.27* 1

Work processes 0 0.13* 0.16* 0.20* 0.35* 0.12* 0.15* 1

Asterisk (*) indicated significant correlations with p value <0.05.

Table 7. PSFs correlation developed by Boring.
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• kij is the value of the parameter representative of the inter-dependent between two (or

more) PSFs.

To quantify the influence of PSFs, the HEPcont w/d is calculated through Eq. (9):

HEPcont w=d ¼ HEPnom � ½PSFi þ ð1� kijÞ � PSFj� ð9Þ

Referring to our case study, HEPcont w/d is given by Eq. (10):

HEPcontw=dðt ¼ 4Þ ∨ {PSFi; PSFj} ¼
0:0802 � ½25þ ð1� kijÞ � 3�

0:0802 � ½25þ ð1� kijÞ � 3� 1� þ 1
ð10Þ

The attribution of the kij value can be assumed, considering the value of the correlation

coefficients, or even based on a combination of expert judgment and data extrapolated from

previous observations. The correlation between experience/training and the others PSFs is

assumed moderate. In particular, a decision tree (Figure 6) is defined in order to choose the

best value for kij. The final result is kij = 0.6.

Then, the value of HEPcont w/d is given by Eq. (11):

HEPcontwd
ðt ¼ 4Þ ∨ {PSFi; PSFj} ¼

0:0802 � ½25þ ð1 � 0:6Þ � 3�

0:0802 � ½25þ ð1 � 0:6Þ � 3 � 1� þ 1
¼ 0:695 ð11Þ

Table 8 shows the new values for PSFs and Table 9 shows the values of HEPcontw/d for the

fourth generic task.

Figure 6. Decision tree.
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3.8. Step 8: rating HEPnom after the 8th hour of work

In this step, the analysis was extended over the 8 hours of work. Figure 7 shows the reliability

comprised between 0 and 16 hours of work.

For analysis after 8 hours, the only thing that changes is the k factor. For the analysis after

8 hours, we used the factor k (t = 8), while for the first 8 hours, we considered the factor k (t = 1).

The remaining steps are unchanged. The use of a new factor k (t = 8) defines a raising of

operator fatigue. After the 8th hour of work, there is a step on the reliability of the operator.

Table 10 represents the HEPcont values for the first 16 hours of work.

3.9. Step 9: determination HEPtot: discussion and results

During emergency situations, the work shifts may be longer than 8 hours of work, so the

operators are subject to high stress loads. For this reason, we considered the variation of PSFs

with the passage of time. To calibrate the uncertainty due to the change of time using the

success likelihood index method (SLIM) [20], the worse conditions of the work of the operators,

through the use of the SLIM methodology, is analysed. The operator fatigue is the first element

PSF Low hazard Moderate hazard High hazard

Available time 0.01 0.1 1

Stress 1 2 5

Complexity 1 2 5

Experience/training 0.5 1 3

Table 8. New PSFs value.

Generic task HEPnom (t) HEPcont w/d

Low hazard Moderate

hazard

High

hazard

Fairly simple task performed rapidly or given attention t = 1 0.0600 1.32E�02 4.86E�02 6.26E�01

t = 2 0.0639 1.41E�02 5.18E�02 6.42E�01

t = 3 0.0710 1.58E�02 5.77E�02 6.67E�01

t = 4 0.0802 1.80E�02 6.52E�02 6.95E�01

t = 5 0.0909 2.06E�02 7.41E�02 7.24E�01

t = 6 0.1029 2.35E�02 8.41E�02 7.50E�01

t = 7 0.1160 2.68E�02 9.50E�02 7.75E�01

t = 8 0.1300 3.04E�02 1.07E�01 7.97E�01

Table 9. HEPcontw/d.
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Figure 7. Reliability performance (t = 0–16).

Generic task HEPnom (t) HEPcont

Low hazard Moderate hazard High hazard

Fairly simple task performed rapidly or given

attention

t = 1 0.0600 6.38E�04 2.49E�02 6.15E�01

t = 2 0.0639 6.82E�04 2.66E�02 6.31E�01

t = 3 0.0710 7.64E�04 2.97E�02 6.56E�01

t = 4 0.0802 8.71E�04 3.37E�02 6.86E�01

t = 5 0.0909 9.99E�04 3.85E�02 7.14E�01

t = 6 0.1029 1.15E�03 4.39E�02 7.41E�01

t = 7 0.1160 1.31E�03 4.99E�02 7.66E�01

t = 8 0.1300 1.49E�03 5.64E�02 7.89E�01

t = 9 0.2085 2.63E�03 9.53E�02 8.68E�01

t = 10 0.2228 2.86E�03 1.03E�01 8.78E�01

t = 11 0.2377 3.11E�03 1.11E�01 8.86E�01

t = 12 0.2530 3.38E�03 1.19E�01 8.94E�01

t = 13 0.2687 3.66E�03 1.28E�01 9.02E�01

t = 14 0.2847 3.96E�03 1.37E�01 9.09E�01

t = 15 0.3010 4.29E�03 1.47E�01 9.15E�01

t = 16 0.3175 4.63E�03 1.57E�01 9.21E�01

Table 10. HEPcont (t = 1–16).
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to consider. Fatigue is quantified using the standard sleepiness scale (SSS) [21]. The scale is

represented in Table 11. The result is a score related to drowsiness.

The next step is to define the incidence of each PSFs relative to fatigue (W). The values are

reported in percentage scale. The sum of the weights must give 100%. At this point, it calcu-

lates the modified SLI index using Eq. (12):

SLIj ¼
X

i
RijW i ð12Þ

Table 12 shows the SLI index calculation for generic task 4, considering the presented PSFs.

The SLI index must be transformed into HEP. It is assumed that between SLI and HEP exist the

relation as follows (Eq. (13)):

logðPÞ ¼ aSLI þ b ð13Þ

where P represents the HEP value and a and b are constants. At this point it is necessary to

calibrate the value of the constants to obtain the value of HEP. To do this, a comparative

comparison between the values of SLI is carried out. In the previous step, HEP index values for

1 < t < 16 have been obtained. In this step, the extreme values of that range are used, as follows:

• HEPmin = 6,38E�04 ➔ t = 1 (low hazard) SLI = 1

• HEPmax = 9,21E�01 ➔ t = 16 (high hazard) SLI = 7

Degree of sleepiness Scale rating (R)

Feeling active, vital, alert, or wide awake 1

Functioning at high levels, but not at peak; able to concentrate 2

Awake, but relaxed; responsive but not fully alert 3

Somewhat foggy, let down 4

Foggy; losing interest in remaining awake; slowed down 5

Sleepy, woozy, fighting sleep; prefer to lie down 6

No longer fighting sleep, sleep onset soon; having dream-like thoughts 7

Table 11. Stanford sleepiness scale.

Weighting (Wk) PSFs Rating (Rk) SLI = W∙R

0.2 Available time 4 0.8

0.5 Stress 4 2

0.3 Complexity 4 1.2

Fairly simple task performed rapidly or given attention (t = 10) ∑ 4.

Table 12. SLI for the GTT 4.
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Using the inverse formula, the final equation that calculates the HEP index for each task is

obtained. The formula is defined according to Eq. (14):

logðHEPÞ ¼ aSLI þ b ð14Þ

Here is a mathematical formulation that allows to define a and b:

log10ð0:000638Þ ¼ aSLI þ b
log10ð0:921Þ ¼ aSLI þ b

�3:19 ¼ aþ b
�0:035 ¼ a � 7þ b

b ¼ �3:19� a
7a ¼ �0:035� b

���

b ¼ �3:19� a
7a ¼ �0:035þ 3:19þ a

b ¼ �3:19� a
6a ¼ �0:035þ 3, 19

f
a ¼ 0:52
b ¼ �3:71

��

ð15Þ

Having obtained the values a and b, the formulation for the final calculation of the index HEP

becomes:

logðHEPÞ ¼ 0:52SLI� 3:71, SLI ¼ 4

logðHEPÞ ¼ �1:63 ! HEP ¼ 0:023
ð16Þ

It is possible to note that the value of HEP is lower compared to the previous HEP calculated

for t ranging from 1 to 16. In order to obtain a more accurate model a calibration is carried out.

Figure 8 compares the HEPnom curve with the calibrated HEP curve.

HEPtot value is calculated by adding up the values HEPnom that the HEP values calculated with

SLI calibration (ΔHEP). HEPtot value replaces the model EHEA the HEPnom value, as shown in

Table 13.

Figure 9 shows the graph of the HEPtot. It assumes to model the increase of the HEPnom

nominal value, to which are summed the corresponding ΔHEP values, starting from t = 8.

The main result of the model shows how the human reliability depends on the time and how it

is important to consider operator performance beyond the canonical 8 hours.

Figure 8. HEPnom—calibrated HEP (SLI).
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EHEA SLIM

HEPnom Log10 (HEP nom) ∆HEP Log10 (HEP nom) SLI HEPtot

0.060 �1.221 0.0585 �1.232 1 0.118

0.063 �1.194 0.0585 �1.232 1 0.122

0.071 �1.148 0.0585 �1.232 1 0.129

0.080 �1.095 0.0663 �1.178 2 0.146

0.090 �1.041 0.0663 �1.178 2 0.157

0.102 �0.987 0.0663 �1.178 2 0.169

0.116 �0.935 0.0751 �1.124 3 0.191

0.130 �0.886 0.0751 �1.124 3 0.205

0.208 �0.680 0.0751 �1.124 3 0.283

0.222 �0.652 0.0851 �1.069 4 0.307

0.237 �0.623 0.0851 �1.069 4 0.322

0.253 �0.596 0.0964 �1.015 5 0.349

0.268 �0.570 0.0964 �1.015 5 0.365

0.284 �0.545 0.1093 �0.961 6 0.394

0.301 �0.521 0.1093 �0.961 6 0.410

0.317 �0.498 0.1239 �0.906 7 0.441

Table 13. HEPtot.

Figure 9. HEPnom—HEPtot.
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4. Conclusion

In general, the modelling approaches used in HRA are focused to describe sequential low-level

tasks, which are not the main source of systemic errors. On the contrary, we believe that it is

important to analyse in deeper human behaviour that causes errors in order to develop

managerial practices that could be applied to reduce the failures that occur at the interface of

human behaviour and technology. Thus, the aim of this work was to develop an innovative

methodology for human reliability analysis in emergency scenarios. A hybrid model that

integrates the advantages of the following methodologies: human error assessment and reduc-

tion technique (HEART), standardized plant analysis risk-human reliability analysis (SPAR-H)

and Success Likelihood Index Method (SLIM) has been proposed. The key point that we have

been trying to convey in this research is the analysis of all environmental and behavioural

factors that influence human reliability. Results obtained from the analysis of a real case study

give an empirical contribution and a theoretical contribution referring to the framework used

to detect human error in risk and reliability analysis. Furthermore, the study could be a useful

perspective for the entire academic community to make the community fully aware of new

assumptions in human reliability analysis.
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