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Evaluating the Impact of Word Embeddings on Similarity
Scoring in Practical Information Retrieval

Lukas Galke12, Ahmed Saleh12, Ansgar Scherp12

Abstract: We assess the suitability of word embeddings for practical information retrieval scenarios.
Thus, we assume that users issue ad-hoc short queries where we return the first twenty retrieved
documents after applying a boolean matching operation between the query and the documents. We
compare the performance of several techniques that leverage word embeddings in the retrieval models
to compute the similarity between the query and the documents, namely word centroid similarity,
paragraph vectors, Word Mover’s distance, as well as our novel inverse document frequency (IDF)
re-weighted word centroid similarity. We evaluate the performance using the ranking metrics mean
average precision, mean reciprocal rank, and normalized discounted cumulative gain. Additionally,
we inspect the retrieval models’ sensitivity to document length by using either only the title or the
full-text of the documents for the retrieval task. We conclude that word centroid similarity is the best
competitor to state-of-the-art retrieval models. It can be further improved by re-weighting the word
frequencies with IDF before aggregating the respective word vectors of the embedding. The proposed
cosine similarity of IDF re-weighted word vectors is competitive to the TF-IDF baseline and even
outperforms it in case of the news domain with a relative percentage of 15%.
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1 Introduction

Word embeddings have become the default representation for text in many neural network
architectures and text processing pipelines [BCV13; Be03; Go16]. In contrast to the typical
bag-of-words representations, word embeddings are capable of capturing semantic and
syntactic relations between the words [Mi13; PSM14]. So far, they have been successfully
employed in various natural language processing tasks such as word analogies, clustering,
and classification [BA16; Ku15; Mi13; PSM14]. Word embeddings are recognised as the
main reason for natural language processing (NLP) breakout in the last few years [Go16].
Word vectors can be considered a latent semantic representation for heterogeneous textual
data.

A word embedding is a distributed vector representation for words [Mi13]. Each word is
represented by a low-dimensional (compared to the vocabulary size) dense vector, which
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is learned from raw text data. In several natural language processing architectures such
as neural networks these representations serve as first layer for the conversion from raw
tokens (words) to a more useful representation. The property that semantically related terms
are clustered close to each other in the representation space proves the usefulness of this
approach for classification and other NLP tasks. However, transferring the success of word
embeddings to the ad-hoc Information Retrieval (IR) task is currently an active research
topic. While embedding-based retrieval models could tackle the vocabulary mismatch
problem by making use of the embedding’s inherent similarity between distinct words, most
of them struggle to compete with the prevalent strong baselines such as TF-IDF [SB88] and
BM25 [Ro92].

The majority of practical information retrieval systems rely on an extended boolean
model [MRS08; SFW83]. Extended boolean models generalize both standard boolean
models and vector space models. These extended boolean models are highly efficient, since
the documents can be stored in an inverted index [MRS08]. Thus, the IR system stays
responsive even if a huge amount of documents is indexed. Those practical IR systems
employ a binary matching operation on the inverted index to reduce the set of documents,
to which the similarity of the query is computed (see Figure 1). We consider a practical
ad-hoc IR task which is composed of two steps, matching and scoring [MRS08]. In the
matching step, documents of the corpus are matched against a query. Typically, this is
conducted by (binary) term co-occurrence, i. e., either the document contains at least one
term of the query or not (boolean OR query). In the scoring step, the matched documents are
ranked according to their relevance to the query. As these core IR tasks are different from
other NLP tasks, the incorporation of word embeddings is challenging. Since we evaluate
the suitability of embedding-based retrieval models in a practical context, we keep the
matching operation fixed for all experiments and concentrate on investigating the impact of
the similarity scoring operation. Additionally, we restrict ourselves to purely unsupervised
models, i. e., we do not employ any relevance information. Please note that every retrieval
model can in principle be improved by using query-relevance information. We also do not
employ pseudo-relevance feedback since it is typically not applied in a practical IR setting 1.

Fig. 1: A simplified information retrieval system.

In this paper, we compare and evaluate several similarity metrics for query-document pairs
using word embeddings and assess their suitability in a practical IR setting. The considered

1 Pseudo-relevance feedback is not included in Apache Lucene, thus SOLR and Elasticsearch
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approaches are word centroid similarity, a novel IDF re-weighted variant of word centroid
similarity, Word Mover’s distance [Ku15], and paragraph vectors [LM14]. Practical IR
systems allow treating the fields (title, full-text, date, . . . ) of a document differently.
Thus, we analyze whether the performance of the embedding-based techniques depends on
document length. In summary, we will answer the following research questions: (1) Which
embedding-based techniques are suitable for practical information retrieval? (2) How does
their performance depend on the document’s field, i. e. title vs full-text?

The remainder is organized as follows: Subsequently, we discuss the related work. We
describe our novel IDF re-weighted aggregation of word vectors and the associated word
centroid similarity in Section 3. In Section 4, we describe the experiments and report the
results in Section 5. We discuss our experimental results in Section 6, before we conclude.

2 Related Work

Extended boolean models such as TF-IDF [SB88] and Okapi BM25 [Ro92] rely on bag-of-
words representations, re-weighted by inverse document frequency. While still considered
as strong baselines, these models (along with others) struggle to deal with two typical
difficulties of the IR task: term dependencies and vocabulary mismatch [MRS08]. The
former means the independence assumption of terms does not hold in natural language,
the latter describes the problem of disregarding semantically related terms, when exact
matching fails. There are several probabilistic models that rely on language modeling. The
documents are ranked either by each document language model’s probability of generating
the query or by the probability of generating the document, given the query language
model [BBL99; Hi98; MLS99; PC98]. The divergence from randomness retrieval model
was shown to outperform BM25 consistently on several TREC collections [AR02]. The
idea of distributed representations for documents goes back to singular value decomposition
of the term-document matrix. It was extended with a probabilistic variant by Hofmann
[Ho99]. Finally, Blei et al. [BNJ03] proposed the probabilistic topic model Latent Dirichlet
Allocation (LDA) in 2003. Bengio et al. [Be03] first introduced a statistical language
model based on neural networks, so-called neural net language models. These language
models form the basis for word embeddings learned by a neural network. Mikolov et al.
[Mi13] proposed a neural network based word embedding (Word2Vec), in which the
representations are learned by training to reconstruct each word’s context (skip-gram
model). The success of the Word2Vec model relies on skip-gram training with negative
sampling, an efficient training algorithm (not involving dense matrix multiplication). Beside
other word embeddings [CW08; MH08; TRB10], it is notable that a word embedding
can also be computed by directly factorizing the global co-occurrence matrix as done
with GloVe [PSM14]. Le and Mikolov [LM14] further extended the Word2Vec approach
by adding representations of whole documents by paragraph vectors (Doc2Vec). Their
experiments indicate that these distributed representations are useful for information retrieval
tasks. However, the evaluation task is to find one relevant document out of three (given 80%
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training data), which is not a classical ad-hoc query task. Clinchant and Perronnin [CP13]
proposed a method for aggregating word vectors with the Fisher kernel to a document
level. The authors applied their approach in ad-hoc retrieval outperforming Latent Semantic
Indexing, but not TF-IDF or divergence from randomness. Zheng and Callan [ZC15] learn
to re-weight word embeddings using BM25 in a supervised context. Kusner et al. [Ku15]
proposed the Word Mover’s distance, a similarity metric between documents based on word
embeddings. Inspired by the Earth Mover’s distance, the Word Mover’s distances solves an
optimization problem for the minimum cost of transportation between the words of two
documents. The cost of moving from a single word to another is the cosine distance of their
respective word vectors. Recently, Zamani and Croft [ZC16] proposed embedding based
query language models, a dedicated retrieval technique based on word embeddings which
thrives to tackle the vocabulary mismatch problem by incorporating word embeddings into
query language models. They propose two methods for embedding-based query expansion
as well as a method for embedding-based pseudo-relevance feedback.

3 IDF Re-weighted Aggregation of Word Vectors

In the following, we describe how word embeddings can be leveraged for information
retrieval. The desired similarity score between the query and the documents can be obtained
by aggregating the word vectors to their centroid and computing the cosine distance.

Word centroid similarity (WCS) Given the term occurrence matrix X ∈ Rn×k (n
documents over a vocabulary of k words) and a word embedding W ∈ Rk×h with word
vectors of size h. The value Xi j is the number of occurrences of word j in document i.
The row j of matrix W is the word vector corresponding to column j of X . To compute
the centroids, we first normalize each row i of X to unit L2-norm (nBOW representation).
Then, we obtain the word centroid representation of the documents by matrix multiplication
C = X ·W,C ∈ Rn×h. Now, the cosine similarity of the query to the centroids provides a
notion of similarity:

WCS(q, i) =
(
qT ·W

)
· Ci����qT ·W ���� · | |Ci | |

The employed norm | |·| | is the L2-norm. Given a query, the documents are ranked by
descending cosine similarity to the query. In case of length-normalized word frequency
vectors, the resulting ranking of word centroid similarity is equivalent to the one of word
centroid distance mentioned by Kusner et al. [Ku15].

As an example for the desired benefit of employing a word embedding, consider a document
containing a high amount of occurrences of the word automobile and query consisting
of the term car. The document would be scored by the TF-IDF retrieval model relatively
low since the term car does not occur frequently in the document. WCS would score the
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document higher because the vector representations for car and automobile are close to
each other in the embedding space (cosine similarity of .58 in the considered Word2Vec
model).

IDF re-weighted word centroid similarity (IWCS) In addition, we propose a novel
variant of the WCS, where the documents’ bags of words are re-weighted by inverse
document frequency as in TF-IDF, before the centroids are computed. Consider a bag-
of-words representation X of the documents, where Xi j corresponds to the number of
occurrences of word i in document j. We first re-weight X with respect to inverse document
frequency:

X ′i j = Xi j · idf( j)

idf( j) = log
1 + n

1 + df(D, j)

The document frequency df(D, j) is the number of documents that contain word j. Then,
we again normalize the rows of X to unit L2-norm and compute the centroids: C =
X ′ · W,C ∈ Rn×h. Finally, we compute the cosine similarity to the query and rank the
results in descending order (as in the WCS case).

Re-ranking via Word Mover’s distance (IWCS-WMD) The Word Mover’s dis-
tance [Ku15] (WMD) is a distance metric between two documents. The cumulative
cost of moving the words of one document to another document is minimized. The cost
function for moving from one word to another is defined as the euclidean distance between
the word vectors c(i, j) =

����Wi −Wj

����
L2. For each query, we compute the WMD to all

documents and rank the results in ascending order. In addition, we also evaluate a variant
which takes the top k documents returned by IWCS and re-ranks them according to Word
Mover’s distance (IWCS-WMD).

4 Experimental Setup

We desribe the experimental setup and preprocessing, used datasets, and evaluation metrics.
The data flow is visualized in Figure 2.

Tasks and Preprocessing Given a collection of documents D, a set of queries Q and
relevance scores for each query-document pair R : Q × D→ N (the gold standard), the task
is to return a ranked list of k (preferably) relevant documents. We evaluate these results
according to R. The values of R are restricted to binary {0, 1} ⊂ N. Since we are interested
in the performance of the retrieval models in a practical setting, we perform a disjunctive
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Fig. 2: Data flow graph for a single configuration. Folder shapes indicate persisent data. Rectangular
shapes indicate methods and algorithms. Each path from query to result resembles a row in the result
tables. As an example, IDF re-weighted Word Centroid Similarity is highlighted in bold (blue edges).

boolean matching operation and do not make any assumptions about the queries when
indexing documents. Considering the analysis procedure of documents and queries, we use
the same preprocessing steps for all retrieval models: First, we transform the raw string
into lower case. Second, we tokenize the string by splitting it into words of at least two
word-characters length, while treating any non-word character as delimiter. Finally, we
remove common English stop words. To keep complexity under control, we do not apply
stemming and only consider uni-gram models. Furthermore, we do not remove queries
that contain out-of-vocabulary words. In this setting, we compare the performance of the
embedding-based retrieval models with respect to the document fields title, abstract, and
full-text using either short or long queries. We evaluate the embedding-based retrieval
models WCS, IWCS, WMD, IWCS-WMD as described above. In addition, we evaluate
paragraph vector (Doc2Vec) inferencing [LM14].

Datasets The NTCIR2 dataset [01] consists of 134, 978 documents and 49 topics. The
documents are composed of a title (e. g., “Development and Evaluation of Parallel
Computer System Specific for Monte Carlo Device Simulation”) and an abstract field. The
topics consist of the fields title, description and narrative. From these we use the title
as short query (such as “XML”) and the description as long query (such as “Papers about
natural language processing using XML”). Additionally, two sets of relevance scores are
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provided that associate topics and documents (boolean). From these we chose the second
set of relevance scores rel2 with on average 43.6 (SD: 48.8) relevant documents per query.
The relevance scores of the first set are always included in the second set. This results in a
higher diversity for the ranking task. The relevancy judgments are not complete, i. e., there
are as usual many query-document pairs for which no judgment is given. We assign these
documents a relevancy of zero, when evaluating the models.

The Economics dataset consists of 61, 792 scientific documents in the field of economics.
It has 4, 518 topics with an average of 72.98 (SD: 329) relevant documents per query.
The documents consist of publications such as “The art of compromise” or “Contagious
capitalism”, As topics, we use the concepts of a thesaurus in economics, the Standard
Thesaurus Wirtschaft2 (STW) of ZBW. A concept in the STW thesaurus consists of one
preferre, label and several alternative label. We employ the preferred labels of the concepts
as queries (e. g., “sustainable energy supplies”). Each document of the collection is manually
annotated (by domain experts) with a set of concepts. Hence, we consider a document being
relevant to a topic, if and only if the document is annotated with the corresponding concept.

The Reuters dataset consists of 100, 000 documents (random sample from Reuters RCV-
1 [Le04]) and 102 topics from the news domain. The headlines of the news articles (e. g.,
“GERMANY: German institute sees slack consumer demand”) are considered titles. The
documents were manually annotated with one or more of the topics. On average, there
are 3, 143 (SD: 6, 316) relevant documents per topic. Each document consists of a title
and a full-text field. The descriptor label of a topic consists of two to three words (e. g.,
“energy markets”, “crime, law enforcement”). We employ these descriptor labels as query.
The assignment of the label to the document resembles relevancy.

Embedding Models Following the results of Mikolov et al. [Mi13] and Kusner et al.
[Ku15], employing a well-trained general purpose embedding model is preferable over a
corpus-specific model (caused by the surplus in diversity of contexts for each word during
training). For this reason, and for the sake of a consistent comparison over the datasets, we
employ pre-trained general-purpose word embeddings. Thus, the evaluation is not sensitive
to the dataset and its specific training procedure (hyper-parameters are often sensitive to
the training corpus). As representative for Word2Vec, we employ the popular GoogleNews
model (300 dimensions trained on 100 · 109 tokens, vocabulary size of 3 · 106). For GloVe
we employ a similar model (300 dimensions trained on 840 · 109 tokens of Common Crawl3,
vocabulary size of 2.2 · 106). As Doc2Vec model, we consult a model trained on Wikipedia
articles with a vocabulary size of 3 · 106.

Please note, from pre-experiments we know that ignoring out-of-vocabulary words results
in better overall performance than initializing them with random vectors or up-training
the missing words (up to 100 epochs of up-training with unmodified original vectors).

2 zbw.eu/stw

3 A dataset of crawled web data from https://commoncrawl.org/

zbw.eu/stw
https://commoncrawl.org/
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We can furthermore report, that the recently proposed All-but-the-Top embedding post-
processing [MBV17] did not improve the retrieval results.

Evaluation Metrics We consider three evaluation metrics: mean average precision (MAP),
mean reciprocal rank (MRR), and normalized discounted cumulative gain (NDCG). For
all metrics, we limit the considered documents to the top k = 20 retrieved documents.
This reflects the typical user behavior in a practical web search task. Let D be the set of
documents, Q the set of queries, and R : Q × D → N the relevance score of a document
for a query. Then a retrieval model can be described as M : Q→ Dk, q 7→ y with y ∈ Dk

being the top-k retrieved documents in rank order. Thus the multi-set of results for queries
Q and a retrieval model M can be written as:

RM,Q =
{
(R(q, d))d∈M(q) | q ∈ Q

}
For a proper definition of the metrics, we operate on the relevance scores r ∈ RM,Q.
Precision is defined as the fraction of retrieved documents that are relevant and number of
retrieved documents: Precision(r, k) = | {ri ∈r |ri>0} |

k . The average precision (AP) is computed
over the precision values, limited to the top i = 1, . . . , k retrieved documents: AP(r, k) =
1
|r |

∑k
i=1 Precision((r1, . . . , ri), i). The mean average precision (MAP) is then aggregated over

the query set Q. The reciprocal rank of a query’s result is the fraction of the index of the first
relevant document RR(r) = 1

min{i |ri>0} . In case none of the retrieved documents is relevant,
the reciprocal rank is set to zero. The respective aggregation over the query set is the mean
reciprocal rank (MRR). We compute the normalized discounted cumulative gain (NDCG)
for a single result list as follows: DCG(r, k) = r1 +

∑k
i=2

ri
log2 i
,NDCGq(r, k) =

DCG(r,k)
IDCGq,R,k

where IDCGq,R,k is the best possible (ideal) DCG value for the specific query q with respect
to the gold standard R. In case there are more relevant documents than k, the IDCG is also
computed on the truncated optimal results. We average NDCG over the queries.

5 Results

Considering the results for the NTCIR2 dataset, we inspect four configurations of either the
title or the abstract field and either short or long queries (See Table 1). We observe that
using the title field leads to better results in all metrics and for all techniques (except for
Doc2Vec). In case of short queries, both variants of the Word Mover’s distance (WMD,
IWCS-WMD) perform consistently worse than IWCS as a query-document similarity
(compare .41 to .35 and .38 to .30 MAP). In case of long queries and the title field, the
IWCS-WMD with the GloVe model attained the highest MAP value .42, .02 higher than
the one of the baseline and 0.01 higher than IWCS with the Word2Vec model. Still, in
case of the abstract field, the MAP value of IWCS with the Word2Vec model (.36) is
higher than the WMD re-ranked variants (.30 and .35, respectively). The TF-IDF baseline
is outperformed by IWCS in terms of MAP in 3 out of 4 configurations. Still, the margin
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is rather small (ranging from .01 to .02). In terms of MRR, the baseline could only be
outperformed in one configuration by IWCS with a difference of .01. The NDCG values of
the baseline are not reached by any embedding-based retrieval model.

Tab. 1: Results for the NTCIR2 dataset using either the title or the abstract field with respect
to the evaluation metrics MAP, MRR, and NDCG, limited to k = 20 retrieved documents. The
embedding-based retrieval models are used with Word2Vec (W2V) and Glove (GLV).

Field title abstract

Metric MAP MRR NDCG MAP MRR NDCG

short queries
TF-IDF .46 (.38) .55 (.45) .19 (.18) .35 (.37) .41 (.43) .18 (.20)
WCSGLV .37 (.36) .42 (.42) .16 (.18) .29 (.31) .40 (.43) .15 (.17)
WCSW2V .33 (.34) .35 (.38) .14 (.16) .33 (.35) .39 (.43) .13 (.15)
IWCSGLV .41 (.36) .49 (.44) .18 (.18) .32 (.32) .39 (.41) .17 (.18)
IWCSW2V .38 (.35) .45 (.43) .17 (.18) .36 (.34) .42 (.41) .17 (.18)
IWCS-WMDGLV .35 (.32) .40 (.38) .17 (.17) .35 (.36) .41 (.42) .17 (.18)
IWCS-WMDW2V .30 (.31) .34 (.37) .15 (.17) .29 (.32) .33 (.39) .15 (.17)
WMDGLV .25 (.33) .27 (.37) .11 (.17) .18 (.27) .21 (.33) .08 (.14)
WMDW2V .27 (.35) .29 (.40) .11 (.16) .22 (.29) .24 (.34) .10 (.14)
D2V .27 (.32) .33 (.39) .13 (.16) .29 (.34) .35 (.42) .13 (.16)

long queries
TF-IDF .40 (.29) .51 (.39) .20 (.15) .35 (.32) .47 (.43) .20 (.21)
WCSGLV .29 (.29) .38 (.41) .15 (.16) .27 (.26) .35 (.37) .14 (.14)
WCSW2V .30 (.26) .38 (.38) .15 (.15) .30 (.32) .37 (.41) .13 (.14)
IWCSGLV .37 (.34) .45 (.43) .17 (.16) .33 (.30) .44 (.41) .16 (.16)
IWCSW2V .41 (.35) .50 (.41) .19 (.15) .36 (.33) .47 (.43) .17 (.16)
IWCS-WMDGLV .42 (.36) .50 (.44) .17 (.14) .30 (.30) .37 (.38) .17 (.18)
IWCS-WMDW2V .40 (.31) .51 (.41) .18 (.14) .35 (.34) .40 (.41) .16 (.16)
WMDGLV .10 (.22) .12 (.26) .04 (.08) .12 (.21) .14 (.25) .06 (.10)
WMDW2V .22 (.33) .25 (.39) .08 (.11) .30 (.32) .37 (.41) .13 (.14)
D2V .24 (.31) .27 (.37) .11 (.16) .16 (.25) .19 (.31) .08 (.11)

For the Economics dataset (see Table 2), we observe that once again the retrieval over titles
yields consistently higher metric values in terms of MAP, MRR, and NDCG. Considering
the title field, the IWCS is similar to the baseline in terms of MAP (.37). The MRR and
NDCG values attained by IWCS are slightly higher than the ones of WCS (.01). In case
of full-text, no embedding-based technique could outperform the baseline. Doc2Vec
inference is the closest competitor with .28 compared to .34 MAP of the baseline. We
canceled the experiments with Word Mover’s distance related techniques on the full-text
after 200 hours. The computational effort disqualifies them for being suitable for full-text
retrieval in practice.
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Tab. 2: Results for the Economics dataset using either the title or the full-text field with respect to the
evaluation metrics MAP, MRR, and NDCG, limited to k = 20 retrieved documents. Again Word2Vec
(W2V) and Glove (GLV) are used as embedding models for the embedding-based similarty metrics.

Field title full-text

Metric MAP MRR NDCG MAP MRR NDCG

TF-IDF .37 (.38) .42 (.44) .26 (.30) .34 (.35) .40 (.43) .26 (.30)
WCSGLV .36 (.37) .42 (.44) .25 (.29) .21 (.29) .25 (.36) .13 (.19)
WCSW2V .36 (.37) .41 (.43) .25 (.29) .26 (.31) .32 (.40) .19 (.24)
IWCSGLV .37 (.37) .43 (.43) .26 (.29) .23 (.30) .28 (.37) .16 (.22)
IWCSW2V .37 (.37) .43 (.43) .27 (.30) .26 (.31) .32 (.40) .19 (.24)
IWCS-WMDGLV .33 (.35) .38 (.41) .25 (.28) did not finish
IWCS-WMDW2V .32 (.34) .36 (.41) .25 (.28) did not finish
WMDGLV .28 (.34) .32 (.41) .19 (.27) did not finish
WMDW2V .27 (.34) .31 (.41) .19 (.27) did not finish
D2V .30 (.36) .35 (.42) .21 (.28) .28 (.31) .33 (.39) .22 (.26)

Considering the results for the Reuters dataset (see Table 3), we observe that IWCS
outperforms the baseline in case of the title as well as the full-text field. The IWCS
attains a MAP of .60 compared to .52 of TF-IDF (≈ 15% relative improvement). The results
for the two embeddings Word2Vec and GloVe are more or less tied in all cases. In case of
full-text with the Word2Vec model, re-weighting the top k documents with WMD could
slightly improve the MAP (.56 compared to .55), while the NDCG is equal to one of IWCS
and the MRR is slightly lower (.58 of TF-IDF compared to .60).

Tab. 3: Results for the Reuters dataset using either the title or the full-text field with respect to the
evaluation metrics MAP, MRR, and NDCG, limited to k = 20 retrieved documents and use of the two
embedding models Word2Vec (W2V) and Glove (GLV).

Field title full-text

Metric MAP MRR NDCG MAP MRR NDCG

TF-IDF .52 (.35) .61 (.43) .41 (.32) .51 (.37) .58 (.43) .44 (.36)
WCSGLV .55 (.31) .63 (.40) .42 (.29) .51 (.33) .60 (.41) .44 (.33)
WCSW2V .54 (.33) .63 (.41) .43 (.31) .52 (.35) .57 (.41) .46 (.35)
IWCSGLV .58 (.31) .69 (.39) .45 (.29) .54 (.34) .63 (.41) .47 (.33)
IWCSW2V .60 (.33) .69 (.40) .47 (.32) .55 (.35) .60 (.41) .49 (.36)
IWCS-WMDGLV .54 (.30) .62 (.39) .43 (.49) .55 (.34) .61 (.41) .46 (.33)
IWCS-WMDW2V .54 (.33) .58 (.40) .44 (.32) .56 (.37) .58 (.42) .49 (.37)
WMDGLV .49 (.32) .54 (.39) .38 (.29) .43 (.32) .50 (.41) .37 (.31)
WMDW2V .48 (.34) .53 (.41) .39 (.31) .41 (.34) .45 (.41) .33 (.32)
D2V .48 (.32) .55 (.41) .36 (.30) .43 (.33) .52 (.43) .36 (.32)
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6 Discussion

Aggregating the MAP values over all datasets, configurations, and embedding models, WCS
attained a mean score of .36 (SD: .10), whereas our novel IWCS attains a value of .40 (.11)
(≈ 11% relative improvement). The TF-IDF baseline attains a value of .41 (.07). Word
Mover’s distance attained a value of .29 (.12), whereas the IWCS-WMD hybrid approach
attains a value of .40 (.10). Doc2Vec attains an aggregated MAP score of .31 (.10). We
conclude that WCS is the best-performing embedding-based retrieval model and can be
extended by a IDF-reweighting (IWCS) to be competitive to the TF-IDF baseline.

For detailed inspection of the difference between the used embedding model, we aggregate
the values of IWCS using Word2Vec and IWCS using GloVe. IWCS using Word2Vec attains
an aggregated MAP score of .41 (.10), while IWCS using GloVe attains an aggregated MAP
score of .39 (.11). Thus, the Word2Vec model is preferable for the investigated datasets. A
theoretical benefit of the skip-gram negative sampling algorithm is that it can be used to
incrementally learn vectors for out of vocabulary words. Considering the comparison of the
document fields title, abstract, and full-text, we also aggregate the respective MAP
values. The TF-IDF baseline on the title field attains a score of .44 (.06), whereas WCS
and IWCS attain aggregated scores of .39 (.09) and .44 (.09), respectively. On the abstract
and full-text fields, the aggregated MAP values are .39 (.07) for TF-IDF, .34 (.11) for
WCS and .37 (.11) for IWCS. Thus, the IDF re-weighted aggregation of word vectors can
be considered competitive to TF-IDF. The results indicate that embedding-based models
especially seem to be advantageous on short texts, such as the title field of the documents.

7 Conclusion

We confirm that word embeddings can be successfully employed in a practical information
retrieval setting. The proposed cosine similarity of IDF re-weighted, aggregated word vectors
is competitive to the TF-IDF baseline. Over all datasets, IWCS improves the performance
of WCS by 11%. In case of the news domain, IWCS outperforms the TF-IDF baseline with
a with a relative percentage of 15%.

Reproducibility The code for reproducing the experiments is available at github.com/
lgalke/vec4ir.
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